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Executive Summary 
 
Cyberspace is transforming the relationship between states and private entities. States have benefited 
immensely from the autonomy given to corporations driving technological innovation, but rapid 
innovation and growing societal dependence upon data and information and communications 
technologies have brought significant exposure to cyber risks. The consequences of these risks 
increasingly extend beyond corporate assets to broader public safety, economic prosperity, and even 
national security interests. Yet despite growing awareness of the extent of the problem, the roles and 
responsibilities of government and the private sector in cyberspace remain largely ambiguous. 
 
This ambiguity leaves unresolved the proper scope and limits of self-help in cyberspace: How far are 
private actors allowed, expected, or even obligated to go when providing for their own security from 
malicious cyber activities?  
 
Increasingly frequent and costly cyber attacks targeting the private sector routinely surmount basic 
cybersecurity measures. To counter this threat, private actors globally are contemplating or engaging 
in risky activities, including hacking back into the computer networks of their attackers to punish 
them or disrupt their activities. The absence of clear international rules of the road for private actors 
in cyberspace threatens to create a serious gap in global governance enabling potentially destabilizing 
private sector activities. There is an urgent need to consider the emerging norms and desirable 
boundaries of self-help in cyberspace.  
 
Unlocking the significant capacities of the private sector through a properly circumscribed self-help 
policy approach could offer an essential part of the solution to a deteriorating cybersecurity 
landscape. This is a growing strategic imperative for the United States and others struggling to 
manage the private sector’s exposure to incessant cyber attacks by state and nonstate actors alike. 
 
This study attempts to help navigate the risks and opportunities presented by private self-help in 
cyberspace. It aims to foster serious consideration of the realistic boundaries of self-help and its 
potential role in private sector cyber defense.  
 
Self-help in cyberspace includes a wide range of activities, from basic measures securing assets (for 
example, firewalls and encryption) to more assertive defenses designed to thwart attacks and even 
retaliatory cyber operations against attackers’ computer networks. The focus here is primarily on 
those activities that exceed the limits of purely passive defenses—activities that could be perceived as 
similar to the use of force in the physical world. Such activities are the subject of growing contention 
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and raise significant concerns, including risks of collateral damage to innocent third parties and the 
consequences of measures with transnational impacts. 
 
The aim here is not to resolve the complex dilemmas for law and policy presented by these measures. 
Before such legal and policy debates can be resolved, more fundamental questions need to be 
addressed: What principles should define reasonable defensive behavior, and how should governance 
be approached in a transnational market of security services? This study outlines the contours of a 
pragmatic approach to answering these questions with a focus on minimizing risks and incentivizing 
responsible conduct.  
 
 
Lessons From Historical Experience 
 
Cyberspace presents novel complexities and dilemmas. But the challenges of governing private actors 
undertaking security roles are not unprecedented. Historically, there has always been a need to strike 
a balance between the roles of the state and private actors that places some burden of risk on the 
latter and allows for some extent of self-help. The emergence of unique roles and capacities of the 
private sector in cybersecurity is in many ways an extension of deeper trends in the physical world 
that characterize the currently shifting relationship between states and private actors. 
 
This study draws from historical and contemporary experiences with various manifestations of self-
help in the physical world analogous to cyber activities. It examines analogies from the U.S. domestic 
context and from international governance efforts. The examples range from electric fences and 
other measures individuals take to defend their property to the quasi-military activities found in the 
global industry of private security contractors. 
 
Analogies have inherent limitations but offer useful heuristics for thinking through the dilemmas 
posed by self-help in cyberspace. They capture different facets of this challenge that blurs traditional 
distinctions—foreign and domestic, public and private. The analysis here focuses on both where and 
how self-help should be realistically circumscribed. The insights from these analogies include specific 
principles and distinctions for governing defensive activities, complementary mechanisms for 
managing risks and incentivizing behavior, and lessons from processes of governance in similarly 
complex, global domains of activity.  
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Directions for Policy 
 
Creating space for legitimate and responsible self-help practices could begin to arrest negative trends 
in cybersecurity and reduce the pressure on governments to escalate their responses to cyber threats. 
Such space may even be necessary to forestall corporations’ resort to riskier, destabilizing activities 
and vigilantism, or avert an equally undesirable trajectory toward an untenable situation for private 
sector cybersecurity. 
 
Certain measures and practices clearly should be off the table for private actors. But within those 
constraints, there is significant space to explore a spectrum of defensive measures whose risks appear 
to be manageable and justified in some circumstances. Many of these defy traditional frameworks for 
forceful activities. They can be employed in ways tailored and proportional to threats, limited in 
impacts (for example, temporary or reversible), and conditional upon technical safeguards or certain 
defensive contexts. 
 
This spectrum of cyber measures affords unique opportunities for self-help, but many such measures 
carry complex risks. They call for a nuanced approach to governing the behavior of private actors. 
Such an approach should examine, holistically, the incentive structure shaping private sector 
behavior, including competing and complementary forces such as regulation, liability, insurance, and 
market forces. Efforts to shape this incentive structure should be calibrated to the realistic limits of 
government control in this space and consider flexible, stopgap solutions. Finally, states’ domestic 
approaches must correspond to the global nature of these activities. At a minimum, an attempt to 
foster a common understanding of rules of the road among like-minded states is needed. But the 
irresolution of fundamentally diverging views among states toward the legitimacy and legality of self-
help activities should not impede practical measures to improve behavior. 
 
This study attempts to define the broad contours of an approach to governing self-help in cyberspace 
by integrating insights from the analogies explored here. The result is four directions for policy: 
 

• Solidify absolute boundaries of legitimate self-help to exclude those activities that would 
clearly be destabilizing internationally (that is, destructive hack backs). This calls for some 
convergence internationally upon norms that would build a firewall between legitimate self-
defense and activities exclusively in the domain of state actors or oversight. 

• Raise the bar for basic cybersecurity practices to limit the circumstances that would require 
more assertive defenses. If the vast majority of cyber attacks can be mitigated through basic 
cyber hygiene, then making more assertive measures conditional upon basic due diligence 
would immediately narrow the circumstances of their employment. 
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• Clear the way for self-help activities that would be broadly beneficial and relatively low risk, 
including a range of measures like digital beacons. Promoting more effective and less 
predictable defenses can create a broader deterrent effect that extends even to those not 
employing them. 

• Create the conditions to motivate responsible conduct for those activities whose risks could be 
managed or mitigated. This includes a range of complementary approaches: leveraging key 
stakeholders in positions to shape norms and conduct (the insurance industry, financial 
sector, and so on), raising barriers to entry in the form of licensing or certification 
requirements, imposing liability for negative consequences, and creating incentives to guide 
behavior in a transnational market of security services.  

 
Clear roles and responsibilities in cyberspace have yet to be negotiated. Yet de facto norms of self-
help behavior are already emerging—driven largely by individual corporations’ initiative and 
growing demands for aggressive cyber defense. Serious attention is needed to think through how to 
proactively shape the trajectory of this space of private sector activity. This requires moving beyond 
the false dichotomies that have dominated discussions (such as whether or not to allow hacking 
back). There are inevitable risks with any path forward regarding the role of the private sector. And 
in the current transient state of the domain, it is more important to identify feasible stopgap 
measures to manage these risks rather than attempt to define an ideal end-state. This study thus 
hopes to both help ground this debate in experience and stimulate further consideration of these 
questions. 
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Introduction 
 
The cyber risk landscape has deteriorated in recent years. Massive ransomware attacks, large-scale 
data breaches, and discoveries of pervasive cyber vulnerabilities and aggressive, persistent intrusions 
into critical infrastructure and other sensitive targets all demonstrate an expansion and escalation of 
cyber threats. This trend appears likely to accelerate as sophisticated cyber capabilities proliferate 
further to globally dispersed malicious actors and the scope and scale of opportunities to launch 
attacks continue to expand. Meanwhile, the potential grows for systemic cyber risks to impact public 
safety, economic prosperity, and national security. 
 
Far from protecting the private sector from cyber threats, many states are exacerbating the problem. 
Most governments are preoccupied with securing their own networks and critical infrastructure and 
lack the resources necessary to defend the private sector in any comprehensive manner. Many have 
strong aversions to assuming responsibility for private sector cyber risks. Even when they do seek to 
respond to and can attribute malicious activity, their responses are often impaired by concerns of 
escalation, retaliation, and other unintended consequences. Moreover, states remain largely focused 
on exploiting cyberspace—often for legitimate national and international security purposes. Yet 
offensive cyber capabilities deployed or accidentally leaked have been reverse engineered and 
redeployed by malicious actors, further undermining the private sector’s security. 
 
By exposing private entities to the malicious activities of foreign nation-state hackers, criminals, and 
terrorists, cyberspace has weakened the buffer that states traditionally provide between their citizens 
and external security threats. This is not to say that governments are doing nothing; many have 
assisted the private sector with cybersecurity.1 But their efforts have largely been outpaced by the 
escalation of cyber threats that the private sector generally cannot rely on law enforcement to protect 
it from. Cyber threats thus pose a fundamental challenge to the state’s role as the ultimate guarantor 
of its citizens’ security.  
 
Consequently, for private sector entities forced to navigate this deteriorating landscape, cybersecurity 
has become largely a matter of self-help—that is, protecting their assets without recourse to law 
enforcement.2 At the most basic level, self-help in cyberspace includes common measures to secure 
oneself from malicious activity—an expectation of personal responsibility reflected in the frequent 
reference to cyber hygiene.3  
 
But increasingly sophisticated and costly cyber attacks that surmount basic cyber defenses have 
motivated some private entities to engage in more assertive forms of self-help. This includes 
companies undertaking, contracting, or offering a spectrum of measures often referred to as active 
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cyber defense (ACD).4 Some such measures are potentially beneficial not only for companies’ 
defense but also for deterring cyber threats more broadly. Yet many entail significant risks, including 
potentially disrupting or damaging networks of innocent third parties (particularly if a cyber attack is 
misattributed). 
 
There is a concerning lack of clear rules of the road for this growing, transnational space of private 
sector activity. Many states have laws criminalizing hacking that prohibit defensive measures that 
would intrude into attackers’ or third parties’ systems or networks, even for self-defense. But such 
laws often have significant ambiguities in application and unclear enforcement.5 Policymakers 
globally are struggling to find effective formulas to govern this gray space of active defense.6  
 
Inconsistencies among national approaches contribute to a fragmented regulatory environment 
internationally. The absence in many states of clear legal limits on such activities in cyberspace 
encourages aggressive practices that blur the line between defense and offense, such as hacking back 
into the networks of attackers.7 Furthermore, offshore activities or contracting make it possible to 
circumvent the constraints that do exist. With a nascent transnational market for aggressive defensive 
and even offensive measures, a gap in governance is emerging globally that cannot be addressed by 
national regulatory approaches alone. 
 
The scope of appropriate private sector self-help is ill-defined because there is little clarity regarding 
both minimal expectations for corporations to undertake basic cybersecurity and maximal limits on 
aggressive defenses. This results in corporations taking divergent strategies to manage their growing 
exposure to cyber risks. Some react with relative complacency, doing the minimal amount necessary 
to meet expectations or requirements. Others adopt a more aggressive defensive posture, resorting to 
self-help practices that come with their own set of risks.  
 
These pressures on the private sector lead many companies to directly or inadvertently channel cyber 
risks—toward subcontractors, consumers and shareholders, governments, a nascent insurance 
market, or outward to attackers and potentially innocent third parties (through collateral damage). 
The burden of risk often falls to those with less ability to understand or manage it, sometimes 
without them even knowing—for example, innocent third parties. Even those companies that are 
proactive and effective at mitigating cyber risks may find it increasingly hard to do so in the face of 
escalating threats. 
 
This state of affairs presents a precarious situation for policymakers. Attempting to shape private 
sector behavior in one area may have ripple effects by incentivizing companies to channel risks 
elsewhere. These effects can be difficult to anticipate, and cyber risks are often inscrutable even to 
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the companies themselves. Further, these risks and activities are not contained by national 
boundaries. Countries are trying to set domestic rules for activities that have transnational 
externalities. The lack of global norms creates the potential for a gap in governance of private sector 
behavior that could destabilize cyberspace in unprecedented ways. Policymakers are under increasing 
pressure to address cyber risk but lack an effective formula to balance these factors. 
 
This study examines the emerging boundaries of private sector self-help in cyberspace to help 
navigate these policy challenges. It explores the role that self-help might play in combating malicious 
activity and contributing to order in a rapidly evolving domain that challenges traditional 
assumptions and approaches to security, with a focus on how to circumscribe and govern self-help. 
But the scope of this study is pragmatic, starting with an appreciation of the limits of law and 
regulation as well as the inevitable risk trade-offs, and concentrating on realistic approaches to 
motivating responsible behavior. 
 
The approach here draws from historical experience. The process of fostering rules and norms of 
behavior is often iterative and can be difficult to navigate in an emerging domain of activity. When 
considering the desirable and realistic boundaries of self-help behavior, it is useful to reference 
examples from the physical world. This study examines a range of activities from the physical world 
analogous to specific cyber measures and the frameworks and mechanisms that evolved to govern 
these activities. Examples include the use of electric fences or mantraps to protect private property or 
the employment of private armed guards. 
 
Self-help in cyberspace could take many forms, from basic measures to secure assets to retaliatory 
cyber operations against malicious actors. This study focuses primarily on those actions near, or in 
some cases transgress, the upper limits of defensive behavior—measures that appear similar to force 
in the physical world. These measures comprise much of the current ambiguous space and pose the 
most difficult dilemmas (in contrast to the more innocuous basic cybersecurity measures). 
 
The diverse range of technical phenomena this entails cannot be captured by any single analogy. 
Thus the first half of this paper catalogues various frameworks for governing specific self-help 
activities in the physical world in the U.S. domestic context. The second half focuses on the 
governance of private self-help activities in the international context through various state-centric 
and multistakeholder approaches. The study concludes with an examination of the individual and 
collective insights from these analogies for governing self-help in cyberspace. 
 
Each analogy demonstrates a dynamic balance struck between the legitimate interests of private 
actors to defend their property and the negative consequences of self-help behavior. How this 
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balance emerges and evolves can offer valuable insights: principles to govern forceful measures; 
lessons for weighing and balancing the competing equities at stake; mechanisms to incentivize and 
shape the behavior of private actors; and approaches to resolving the challenges of governance in a 
transnational domain of private activity. Individually, the analogies may vary in how readily their 
principles and precedents translate to the cyberspace context. For this reason, this study does not 
dwell on any single analogy but focuses on the collective insights from a broad survey of 
manifestations of self-help.  
 
The objective of this study is not to resolve the complex legal, policy, and strategic dilemmas posed 
by these activities. More modestly, it seeks to provide useful heuristics for understanding and 
navigating these dilemmas by grounding them in historical experience. There is steadily growing 
pressure in the United States and elsewhere to revisit legal constraints on aggressive private sector 
cyber defenses.8 Before the legal questions surrounding these activities can be answered, some 
fundamentals must be considered, including the principles that should govern this arena of private 
sector activity and how law and regulation play a role within the broader incentive structure shaping 
behavior. While any path forward regarding self-help needs to be reconciled with existing law, a 
discussion of whether and how to amend the Computer Fraud and Abuse Act in the United States 
or other relevant laws is beyond the immediate focus here. 
 
This study, therefore, does not offer legal opinions on the applicability of existing law to actions in 
cyberspace. The examination of legal precedents from real-world activities is not to suggest that these 
precedents can or should necessarily apply as a legal defense for cyber activities. Rather, the focus is 
on how those precedents reflect an effective balance struck through similar dynamics as those at play 
in cyberspace, and their usefulness in thinking through cyber analogs. Any reference to possible 
liability or legality of a particular action in cyberspace is offered merely as a normative consideration 
rather than a legal opinion. 
 

 
Self-Help in the Historical Context 
 
Current debates over private entities’ use of controversial defensive cyber measures tend to fixate on 
their technical and legal dimensions: What limits should be placed on technical measures employed 
by defenders? Should defenders be allowed to engage in unauthorized access for the purposes of self-
defense? However, underlying these disagreements are more fundamental, unresolved questions: 
What constitutes force in cyberspace? Should the government maintain a monopoly over the 
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legitimate use of force in cyberspace—and is it even possible to do so? Placing these questions in the 
broader context of self-help draws attention to some of the assumptions that undergird these debates. 
 
There is a temptation to view self-help, generally speaking, as antagonistic to state sovereignty and 
authority. This flows from a familiar narrative: the modern state evolved to supplant self-help as a 
guarantor of security; private actors agree to largely forego self-reliance for their defense. It follows 
that self-help in cyber could be atavistic—a return to a more primitive, lawless state of affairs. 
Indeed, debates over whether to allow more aggressive cyber defenses frequently invoke the Wild 
West as an admonition against ceding any ground to the private sector.9 Allowing self-help is seen as 
an irresponsible retreat by the state from the cyber domain and a weakening of its sovereignty. 
 
Yet this view rests largely upon a mischaracterization of the historical nature of self-help. There has 
always been a balance struck between state and private responsibility that has both placed some 
burden of risk on private actors and empowered them to undertake their own security within limits. 
This balance has varied across national and cultural contexts. It has also evolved in response to 
changing security circumstances and the efficacy of states’ and international institutions’ 
management of threats. But it does not exist simply along a continuum with the state on one end 
and the private sector on the other. Rita Abrahamsen and Michael Williams have argued that with 
globalization: 
 

State power is certainly reconfigured, but it is not necessarily weakened. 
Instead, the very distinctions between the public and the private, the global 
and the local are rearticulated and reworked, giving rise to new practices and 
forms of power that cannot be neatly contained within geographical 
boundaries of the nation-state.10 

 
Rather than a linear trajectory toward the gradual elimination of self-help, these scholars argue that 
there has been a sustained trend since the end of the Cold War in developing and developed states 
alike toward the empowerment of the private sector in security functions—from technologies for 
surveillance and home security to private military contractors. This is in part a result of globalization 
and evolving technology creating risks that demand increasingly specialized, on-demand, and rapidly 
adaptable security services. Global business risks fueled the rapid growth of the security services 
industry, with specialized businesses offering comprehensive security and risk management services 
tailored to multinational corporations. 
 
Often it is commercial activity that generates demands for risk management that are not easily met 
by states, as they are focused on traditional policing functions and typically resistant to assuming 
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responsibility for private activities. The business risks of multinational corporations, which often 
divert profits away from states and blur distinctions of nationality, are even less politically legitimate 
for governments to assume responsibility for. 
 
In this light, the emergence of self-help in cyberspace appears less of a novel phenomenon than an 
extension of a sustained trend in the physical world: transnational commercial activities driven by 
evolving technology and a global operating environment are generating new risks that exceed the 
capacity or willingness of governments to assume responsibility for. Companies and private 
individuals are largely left—and in many cases encouraged—to secure themselves. As in the physical 
world, growing awareness of risk in cyberspace is contributing to a rapidly expanding market for 
managed cybersecurity services and the outsourcing of more aggressive self-help services. The 
cybersecurity industry appears to be on the same trajectory toward globally operable, integrated 
security solutions that have characterized private security in the physical world.11 States contribute to 
the demand as they often turn to private companies for both defensive and offensive capabilities and 
services. 
 
Self-help in cyberspace, therefore, should not be viewed inherently as an aberration even as it 
presents unique considerations. Central to the new economic and security environment is the fact 
that the private information and communications technology (ICT) industry constructs and 
maintains much of the physical and logical infrastructure that comprises cyberspace. Malicious actors 
are constantly operating within and through private sector assets. As Lucas Kello put it: “In the past, 
the enemy’s presence in essential domestic terrains signaled the failure of security policy; today it is a 
starting axiom.”12 Consequently, companies making routine decisions in the development, 
production, and distribution of ICTs and their incorporation into other products are simultaneously 
shaping the range of possibilities for cyber operations, whether or not there is awareness or weighing 
of these security implications. In some cases, these decisions can have systemic impacts, given the 
interdependence of ICTs and widespread reliance on common platforms and services. Questions 
surrounding the scope and limits of private sector self-help should thus be viewed in the context of 
the private sector’s central role in this environment.  
 
The ability of the private sector to directly and inevitably shape the risk landscape contributes to a 
core policy dilemma. If states attempt to preclude self-help and undertake responsibility for the 
security and defense of the private sector, they may create a moral hazard; companies will feel less 
inhibition to take actions that expand cyber risk since the responsibility and costs for managing it 
will fall to the state. Yet an overly permissive environment for self-help potentially encourages 
companies to channel risk toward third parties by engaging in aggressive defensive (or offensive) 
activities that may have collateral damage. The fact that these risks transcend national boundaries 
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adds an additional level of complexity because they may incentivize jurisdiction shopping, offshore 
contracting for services, and the like. 
 
This dilemma is only beginning to emerge on a global scale. But as basic, passive cyber defenses 
become increasingly insufficient to contend with sophisticated threats, the dilemma seems destined 
to become more pronounced. Of course, this is not to suggest that private actors should disregard 
basic cybersecurity practices, which can mitigate the vast majority of malicious activity. Rather, the 
current trajectory suggests that reliance upon passive defenses alone will become untenable. This may 
necessitate a balance between public and private roles that allows for effective self-help while 
incentivizing responsible behavior in this unique environment. 
 
It is essential to consider the full range of forces that interact to shape this balance. As in the physical 
world, norms and practices for cyber activities are not simply technologically or statutorily 
determined but are the outcome of multiple, competing influences on the private sector including 
expectations of corporations’ responsibility for their security and the demand for and supply of 
security services globally. A fixation on the de jure distinctions between public and private 
responsibilities risks overlooking the de facto distinctions that emerge over time. The question is 
never as simple as whether to allow or prohibit a given self-help practice. States have a range of tools 
at their disposal to either counteract the forces giving rise to behavior they view negatively or induce 
behavior they view positively. As a prelude to the specific analogies, it is useful to sketch out this full 
spectrum of policy approaches toward self-help practices:  
 
 
Figure 1: Spectrum of Government Policies Toward Private Sector Self-Help 
 

 
 
States may take a variety of approaches, with varying levels of intervention, to restrict engagement in 
self-help practices they view negatively: 
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• Prohibit—The state both formally prohibits an activity and actively undertakes to 
monopolize its practice, whether by punishing private actors for engaging in the activity or 
simply by exercising control over the capabilities necessary to do so.  
 

• Tolerate—The state expresses formal disapproval of an activity while falling short of directly 
intervening to prevent its practice. It may create barriers to entry or other constraints to limit 
engagement, such as through licensing requirements. Or it may take a more passive 
approach, creating disincentives, such as leveraging market pressures to shape behavior.  

 
States similarly intervene to various degrees to support and bring about certain self-help practices 
they view favorably:  
 

• Encourage—The state demonstrates its approval of certain activities but largely leaves it to 
other forces, such as market pressures, to induce them. It may remove barriers to action or 
create incentives to nudge private actors to undertake an activity. More assertively, it may 
actively facilitate certain practices and empower private actors by providing legal 
authorization, building private sector capacities through training or public-private 
partnerships, or offering other forms of assistance.  
 

• Require—The state mandates an activity and may even punish actors for failing to undertake 
it. This may occur for entities whose failure to exercise basic self-help could be broadly 
detrimental to the public (for example, the security of nuclear facilities).  

 

This spectrum is useful for underscoring several distinctions relevant to a policy approach to any 
form of self-help: tacit versus explicit positions and rules; direct regulation versus indirect influence; 
nominal policy versus action to realize some desired outcome; among others. At the extreme ends are 
the most assertive forms of governmental action, while in between is a continuum of approaches. 
The categories represent mere demarcations along this spectrum rather than discrete points. In 
reality, a state’s position may be ambivalent or even incoherent and difficult to place in any one 
category. It may have contradictory policies if different actors or agencies within the government 
push in different directions. Moreover, its approach may shift over time, with formal changes in 
policy lagging behind changes in practice. The government may simply remain ambiguous toward 
an area of activity, or leave it to be addressed by publicly initiated civil litigation. 

It is reasonable to expect that for the foreseeable future self-help will play a relatively significant role 
in cybersecurity. Cyber threats are incessant and constantly evolving. The speed of cyber attacks in 
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many cases vastly outpaces law enforcement action. Corporations’ cybersecurity needs are even more 
esoteric, specialized, and concentrated in private sector expertise than the physical security needs that 
have fueled the private security industry. Moreover, the private sector faces business risks that defy 
the application of traditional distinctions such as geographic location or legal jurisdiction. These 
risks can vary widely across industries or even among individual companies in the same industry. 
There is a growing recognition that these factors necessitate a high baseline level of constant risk 
management, including preparation for, resilience against, and recovery from attacks, rather than 
achieving some steady state of security—whether provided by the state or otherwise. 
 
At the same time, the need to circumscribe self-help is ever greater in cyberspace, where individual 
corporations have capabilities that rival (or even exceed) some nation-states. A single company’s 
defensive action could spark an international incident or result in significant collateral damage that 
spills across national boundaries. 
 
These observations serve as the starting point for the following survey of analogies that examines 
where and how various forms of self-help have been circumscribed historically, and what this 
suggests for navigating the questions posed by emerging and evolving forms of self-help. Insofar as 
past experiences with self-help in a variety of forms have been shaped by the same dynamics 
currently at play in cyber, these experiences can provide important and useful insights and a 
foundation for defining the rough contours of a framework for governing self-help in cyberspace.  
 
 

Self-Help Frameworks in the United States 
 
The U.S. domestic context demonstrates the extent to which private actors undertake the protection 
of their assets in the physical world and how boundaries emerge and evolve to govern such activities. 
These boundaries are often formed by complementary incentives and mechanisms shaping behavior. 
The government sets absolute limits through criminal liability, ruling out activities deemed 
illegitimate for private actors due to their disproportionate impacts on third parties or even attackers. 
Within these limits, the space of reasonable and legitimate conduct is often defined by civil 
liability—the potential to be sued for monetary damages resulting from harmful effects of self-help.  
 
Civil liability plays a key role in balancing the competing equities at stake with self-help—the 
legitimate interests of the defender and the risk of harm to third parties. The discussion here thus 
focuses heavily on the role of civil liability in circumscribing self-help activities that pose risks to 
third parties, frequently in combination with formal and informal regulatory mechanisms.  
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Historically, the evolution of domestic civil liability has followed a consistent path. First, certain 
actions are deemed unacceptably destabilizing or harmful to society, typically due to a successful 
lawsuit on behalf of an injured party. Then, the resolution of that lawsuit adds to an ever-growing 
body of civil law that draws boundaries for acceptable behavior.  
 
Such a body of law is now gradually accumulating to address self-help actions in cyberspace. 
Through both successful and failed lawsuits, the expectations and limitations across a range of self-
help behaviors are being loosely outlined. However, for many cyber measures, there is a lack of both 
jurisprudence and practical experience with their use and consequences. This makes it difficult to try 
and proactively address the legal ambiguities that exist. Referencing historical examples of self-help 
in the physical world is useful when considering the potential boundaries of self-help activities in 
cyberspace.  
 
This section begins by exploring a range of activities in the physical world analogous to specific 
defensive activities in cyberspace. Here it is useful to distinguish those forms of self-help analogous 
to preemptive or preventive acts outside of a home network prior to an intrusion from those closer to 
mitigation and retaliatory action during and after an intrusion. After laying out this spectrum of 
activities, this section then examines different frameworks for selectively authorizing self-help 
activities or actors. 
 
 
Detection, Preemption, and Prevention Outside the Home Network 
 
Public Surveillance: Security Cameras 
 
Security cameras or perimeter sensors to detect criminal behavior in the physical world are analogous 
to detection capabilities outside of a defender’s network in cyberspace. Typically, security cameras 
record an individual’s property but may also cover public spaces like a sidewalk or street. Under U.S. 
law, cameras can record activities anywhere there is not a reasonable expectation of privacy on behalf 
of the individuals being recorded.13 This guideline is court-determined based on a variety of factors. 
Generally, spaces that are open for community use do not have such an expectation.14  
 
Security cameras demonstrate a compromise between competing equities of privacy and security, 
allowing for activities of limited intrusiveness for the benefit of combating crime. Applying this 
principle to cyberspace, defensive measures outside of a home network whose impacts are limited to 
information gathering could be justified, provided their information gathering was confined to areas 
where there is no reasonable expectation of privacy. When considering what such a compromise 
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might look like in practice, it is pertinent to reflect on how these precedents have extended from the 
physical space to other domains—namely communication technologies. 
 
The widespread adoption of telephone technology created similar tensions between competing 
equities for privacy and security. In 1928, shortly after the invention and rapid spread of telephone 
technology, the Supreme Court case Olmstead v. United States determined that a wiretap did not 
violate an individual’s Fourth Amendment right against unwarranted search or seizure, as it did not 
constitute a search of premises.15 This was overturned in 1969 by Katz v. United States, which 
famously stated that the Fourth Amendment protects people, not places.16 Thus, despite not 
constituting a physical search of premises, wiretapping requires a warrant because it is a search of an 
individual’s communications. This new perspective hinged on individual rights—specifically that of 
privacy—and established that Fourth Amendment protection applies when an individual has a 
reasonable expectation of privacy. This is not limited simply to physical space, but extends also to a 
person’s communications or activities (including online). The expectation of privacy requirement 
has since expanded to apply to both federal and private intrusions into an individual’s sphere of 
activities via a multitude of technologies, including security cameras and cyberspace activities.17  
 
Precisely where and how privacy rights extend to cyberspace is a subject for a much broader 
discussion. But there is a need to strike a balance between privacy and security as in other domains. 
A reasonable expectation of privacy has already been extended to protect the explicit content of 
communications in cyberspace under U.S. law.18 However, it does not appear to extend to certain 
types of data like bandwidth usage or data from internet service providers (ISPs), or even individual 
traffic data.19 Thus, when considering the legitimacy of measures that collect such kinds of data, it is 
important to weigh their limited impacts on privacy against their contribution to security. 
 
This framework is potentially relevant to a range of measures and network monitoring activities that 
raise potential privacy concerns.20 “Traceroutes” or “tracebacks” used to track potentially dangerous 
traffic provide an illustrative example. Traceroutes are a tool to track packets sent along an internet 
protocol (IP) network, originating from the home network that employs the traceroute. Meanwhile, 
tracebacks are an attempt to properly attribute the source and path of incoming packets.21 Often, 
traceback methods rely on packets being marked by public routers as they pass through the internet, 
in a manner similar to public observation by security cameras, or tracking by private investigators 
(who also do not have legal access to information where owners have a reasonable expectation of 
privacy).22 Thus, traceroute and traceback techniques do not typically incur civil liability. However, 
if tracking were to become overly intrusive, and reach into areas where citizens are ruled to have a 
reasonable expectation of privacy, such as the content of their communications, the result would 
likely be some form of injunction against such behavior, as well as either a fine or monetary 
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settlement. In keeping with the development over time of the reasonable expectation of privacy 
standard, the dispositive factor in whether intrusive activity may incur liability is whether that 
activity exposes private information of the individual, not necessarily the methodology used to get 
such information.  
 
The challenge of balancing privacy and security in cyberspace is complicated in part because the 
appropriate level of privacy protection in this landscape remains a moving target. The salience of 
particular kinds of digital information to privacy rights is still unsettled. However, situational 
awareness and intelligence gathering in the environment outside of home networks appear to be 
increasingly necessary for effective defense against sophisticated cyber attacks. While it is important 
to draw lines to protect privacy, it may be necessary to create space for such measures provided their 
impacts fall below a certain level of intrusiveness. 
 
 
Dangerous Perimeters: Electric Fences 
 
Electric fences on property borders use force against intruders, which inevitably carries some risk of 
harmful impacts to innocent parties that come in contact with them. U.S. laws governing electric 
fence placement and voltage operate on a state-by-state basis, but there is a national prohibition 
against mantraps that use deadly force. 23 According to U.S. law, reasonable force is permitted to 
protect against the theft of property if the force reasonably appears to be necessary to prevent or 
terminate an intrusion into, or interference with, an individual’s property—and doesn’t violate any 
other explicit law (like damaging a neighbor’s property).24 However, automated deadly force in the 
defense of property is never acceptable. Thus, a fence with enough voltage to kill someone is illegal, 
while a stun fence (or barbed wire) is not.  
 
This distinction arises from a focus upon human life and safety over the value of any property when 
determining legally acceptable uses of force. The prohibition against mantraps that use deadly force 
was famously exemplified in Katko v. Briney,25 in 1971, when the court explicitly stated, “The law 
has always placed a higher value upon human safety than upon mere rights in property” and justified 
a thief successfully suing their would-be victim for booby-trapping his barn with a tripwire shotgun.  
 
By extension of this logic, in the cyberspace context, if a network intrusion or data theft is initiated, 
then automated reasonable force could be used to counter such a threat. Importantly, any actions 
that result in bodily harm, death to individuals, or damage to a third party’s property may not be 
reasonable and can create liability for the entity engaging in these techniques—just as traditional 
booby traps would. 
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The limits of acceptable forceful perimeter defenses in the physical world are a function of their 
impacts, not just their location. This presents a complication for thinking through what an electric 
fence in cyberspace looks like. IP blocking is a common technique used for network defense at the 
enterprise level. The technique filters and blocks connections and packets from specific source IP 
addresses (where packets are sent from), or a range of IP addresses that are considered malicious.26 
However, this is more analogous to a fence or gateway that is not electrified or dangerous.  
 
Alternatively, a network may employ techniques to deflect traffic, treating incoming packets based 
on their source IP address and presumed threat level.27 If that network then automatically responds 
to certain IP ranges with aggressive action external to the network (like responding with packets that 
freeze or damage systems—logic bombs—directed at the purported source IP addresses), liability can 
result if people are harmed when those systems fail, or if the source IP address is misattributed and 
third party systems are impacted. Yet more limited, temporary, or reversible disruptions of an attack 
infrastructure could arguably constitute a reasonable response, even though the impacts would 
technically be outside of the defender’s network perimeter. 
 
Precedents from the physical world need to be adapted to the unique geography of cyberspace. The 
location of an effect should not be the only consideration in defining a reasonable response to a cyber 
attack. The scope, scale, and severity of impacts from the defensive measure should be weighed 
against the offensive threat. Causality is a key factor in determining liability for self-help techniques 
that are in any way tied to bodily harm or death. Specifically, the automated technique must be both 
the cause in fact and the proximate cause of an injury.28 If an automated measure misattributes the 
source of an intrusion, and launches a logic bomb that takes down an external server as a response, 
would a court find any resulting physical harm to an individual had been a reasonably foreseeable 
result? What if the measure impeded hospital or critical infrastructure server function? Ultimately, 
by enacting aggressive self-help measures that reach outside their home network, a defender risks 
harming individuals. Given the higher value that U.S. law places upon human safety over rights to 
property, as exemplified in Katko v. Briney, courts may be likely to hold the defender responsible for 
the harm in such cases. 
 
In the case of automated, indiscriminate measures with potential collateral damage, strict limits to 
prevent physical harm are necessary. But the same physical world precedent suggests it is worth 
exploring how to define the technical and circumstantial parameters that would define a reasonable, 
justified defensive response subject to the same principles as forceful activities in the physical world. 
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Mitigating and Retaliatory Actions 
 
Castle Doctrine and Stand Your Ground Laws 
 
In many jurisdictions, an individual has a legal duty to retreat in the face of violence before using 
self-defense. However, the Castle Doctrine is a legal framework (adopted on a state-by-state basis) 
whereby an individual in their home has no such duty, and can immediately use force in self-defense 
(often up to and including deadly force). This, however, is exclusively for self-defense of a person 
(not of property), and, moreover, a corporation’s headquarters (or servers) do not qualify as a legal 
“dwelling.” As a result, this has very limited applicability in the cyberspace context. This would be 
confined to extreme cases where there is a reasonable expectation that failure to arrest the cyber 
attack could ultimately result in physical harm directly or perhaps indirectly, such as by endangering 
the performance of a life support or an essential ventilation system. Similarly, defensive action to 
disrupt an attacker might seem justified to prevent an attempt to spoof some instrumentation to 
provide a false reading that could, in turn, result in misguided and life-threatening corrective action 
and/or cause panic (for example, by tinkering with the vital control systems of an operating nuclear 
power plant).  
 
Similarly, multiple states have Stand Your Ground (SYG) laws, which abolish an individual’s duty to 
retreat before using self-defense. While the specifics vary from state to state, all such laws require that 
the individual standing their ground must be faced with some level of physical threat to their person 
(not to their property). Often, confusion arises because SYG laws apply to robbery attempts (which 
is theft via threat or use of force) but not to larceny or theft (which is simply theft without any 
implied danger to a person’s safety). Stand Your Ground laws are exclusively for the self-defense of a 
person, and are rooted in legal protections of human life as opposed to property.  
 
The jurisprudential prioritization of human safety over property remains relevant to self-help in 
cyberspace: in cases where a private entity’s data or services are crucial to human safety, the 
imperative of defending their integrity and availability may justify measures that risk disruption or 
even, in extreme cases, damage to the networks of third parties. However, these two frameworks are 
mentioned here primarily to address their inclusion in conversations regarding self-help in 
cyberspace. Neither are properly applied to the protection of property, and thus their insights are 
limited to specific scenarios of threats to human safety, as described above.  
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Booby Traps 
 
As noted previously, mantraps that use deadly force are not an acceptable means of protecting 
property. Booby traps that use exclusively nonlethal force, however, are potentially defensible. 
Automated pepper spray, deterrent alarms, and similar systems may fall under the category of 
reasonable force in defense of property if they do not cause excessive injury to persons, but rather 
deter and/or track intruders. This includes passive measures like internal security cameras that 
document the behavior of intruders. However, any automated defense cannot exceed what would be 
legally permissible in person if a threat to property (but not to life) existed.29 Additionally, if 
nonlethal booby traps result in grievous harm (even to an intruder), or ensnare someone with a right 
to be on the property, such as a police officer with a warrant, then civil and potentially criminal 
liability could result.  
 
In the cyberspace context, setting virtual and automated booby traps for network intruders, 
including methods of tracking their intrusion, only exposes a company to liability if any form of 
physical harm comes to the intruder, third parties, or third party property, or if retributive measures 
reach externally into private networks as a response. This is an instance in which the legal focus on 
bodily integrity, and lack of corporeal presence in cyberspace, works in favor of the defending 
network. By logical extension, it seems reasonable to put in place an extensive home network of 
cyber booby traps as long as they do not have impacts outside of the network borders (as compared 
with physical booby traps, which must be very limited in capacity).  
 
Two methods of setting cyber traps in a home network are called honeypots and tarpits.30 
Honeypots are decoy systems that appear attractive to intruders, and have mechanisms that log the 
attackers’ behavior once they are inside to gain information about their tactics and motivations.31 A 
similar practice on a smaller scale is called a honey token. Attractive, but false, information is created 
as a lure for intruders. In a perfectly secure system, nobody should interact with that data. If 
someone does, then they can be identified and their motivations potentially exposed.32 Often, a 
padded cell approach is used to trap intruders into a honeypot system by indicating that their 
intrusion has been successful, supplying false data, and notifying administrators of the intrusion 
details while the intruder remains within the fake system. This is analogous to a silent alarm alerting 
the police while an intruder remains inside the premises. Tarpits are a tool commonly used to 
address direct denial of service (DDoS) attacks.33 Tarpitting identifies incoming malicious traffic 
(typically based on attributed source IP address) and slows it to the greatest extent possible, to 
disincentivize attackers from connecting to the network and limit the potential for a DDoS attack to 
overwhelm a network or server. Both honeypotting and tarpitting use no force against the attacker, 
and are entirely within the home network, so would not likely be subject to liability.  
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The most salient takeaway from this analogy is that any self-help actions within an enterprise 
network’s borders are acceptable, so long as no physical harm results. But here again the geography 
of cyberspace impedes the straightforward application of precedents from the physical world. It may 
be possible in some cases for defenders to set traps in their networks that combine measures like 
honeypots with code that could be used to gather information from attackers’ systems or even 
disrupt or damage them.  
 
In extreme cases where aggressive external action is taken based on the information gleaned from 
honeypotting, such as malware implantation on adversarial networks, civil and potentially even 
criminal liability is highly likely to result. This constitutes a hack-back and is illegal. Such an act 
would be analogous to deterring an intruder with nonlethal booby traps, following them home, and 
intruding into their dwelling and setting fire to it as a response. However, implementing a narrowly 
tailored defensive measure activated by the intruder with limited impacts to disrupt attack 
infrastructure might be more akin to slashing the tires of a getaway car. At its core, this is a question 
of whether and how the use of a computer or network for malicious purposes should affect the 
owner’s rights against intrusion or disruption. This question will be explored further in other 
examples below. 
 
 
Citizen’s Arrest 
 
To stop a perpetrator before or during a felony, a private citizen has the right to use the level of force 
that is reasonable and necessary to detain an individual in preparation for law enforcement.34 It is 
stressed in this framework that the force used is reasonable and necessary. Further, the detention is 
solely for the purpose of preparing for law enforcement (at least in theory). In practice, this 
framework has a very permissive interpretation—in South Carolina, shooting a fleeing suspect of a 
felony has been ruled to be reasonable and necessary force for the suspect’s arrest. 35  
 
The common law practice of citizen’s arrest has historical roots as far back as English common law, 
when sheriffs encouraged regular citizens to apprehend would-be criminals even if law enforcement 
was not present. This practice continued in the United States without an official statutory 
description for some time, until it was codified on a state-by-state basis. Every state has roughly 
similar interpretations—there must be a reasonable belief that the apprehended individual has 
committed a crime, and the use of force must not be deadly unless there is a corresponding threat of 
injury or death, or, in some states, if the suspect committed a violent crime.36 
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Translated to cyberspace, if a cybersecurity company (as a private actor) has identified live threat 
activity on its corporate network, that company may identify and attempt to ensure the network 
intruder is detained within the network when they reasonably believe the attacker is in the process of 
stealing intellectual property. Detention may encompass temporary incapacitation or even reasonable 
damage to systems or computers involved in the attack so long as that damage is necessary to stop 
the ongoing theft and is in preparation for the involvement of law enforcement. Ostensibly, if such 
disruption or damage is limited to what is reasonable and necessary, its impact would be reversible 
and temporary (as opposed to permanently disabling). However, given the wide latitude of 
interpretation in physical citizen’s arrest cases, such a limitation may not be practically enforced.  
 
It is vital to differentiate this method of detention of attacking systems from the hack-back scenario, 
based solely on the fact that data theft is in-process and must be stopped immediately. Such 
imminent theft may create an implied license to act with reasonable force based on the citizen’s 
arrest jurisprudence. Interestingly, if the theft of the data in question has any implication of physical 
harm to others (or if the theft involved such harm in any way), an even greater license of aggressive 
action may be warranted. This is based on an extrapolation of the citizen’s arrest allowance for 
deadly force in physical circumstances where the suspect committed a violent felony. At any rate, the 
potential damage of the cyber attack should serve as a differentiating factor for justifying certain 
defensive measures that risk harm to third parties. 
 
Reasonable force may not be an effective means of halting an ongoing cyberspace intrusion or attack. 
One common tactic used to repel intrusions and ongoing thefts is called session disruption.37 This 
simply severs the network connection that is facilitating a theft; it is a measure internal to a network 
that does not use force and can fairly be considered highly reasonable. However, this does not stop 
the attacker from switching IP addresses, attacking again (almost instantaneously), and continuing 
with an already partially completed data theft. So, while this may be a reasonably harmless defensive 
measure, it may not be effective enough to be meaningful.  
 
In the physical world, it might be considered reasonable for a citizen to slash the tires of a getaway 
car if it was being used in the commission of a felony—harming property but not causing injury or 
death. Is it, by proxy, reasonable to impact or freeze an attacker’s server, network, or access terminal? 
What if the attacker is stealing information that could harm people, or conducting the theft in a 
manner dangerous to third parties?  
 
One recently developed active defense technique is known as poisoning the RAT (remote access 
tool). This method identifies a malicious intrusion, traces it back to its source, and uses security flaws 
in the ongoing connection between the source and the intrusion to penetrate the attacker’s home 
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system, gather data, and affect damage.38 Again, this approach is temporally limited—it can only be 
applied if a data theft is verifiably in-process, not after it has completed. Ascertaining risk to other 
services or tenants on a machine that is owned by a third party, where the attack has emanated from, 
is also important to consider. The application of a citizen’s arrest paradigm to cyberspace has less 
settled jurisprudence than any other rationale discussed in this paper, especially since poisoning the 
RAT is a fairly new technique. However, given the extent of force that has been labeled reasonable in 
felony citizen arrest cases, it is potentially an acceptable and appealing virtual practice.  
 
 
Fresh Pursuit 
 
Hot pursuit, also known as fresh pursuit,39 is an exception to laws against trespass or Fourth 
Amendment search and seizure protections. If a police officer is in immediate pursuit of an 
individual who has committed a misdemeanor or felony (or they reasonably believe that the suspect 
has), then they can follow that individual outside of their jurisdiction, or into private dwelling(s), 
and commit searches without a warrant. This exception may also apply to private parties, similar to 
citizen’s arrest, and could permit the use of reasonable force to retake stolen property while in 
immediate pursuit of a thief.40  
 
Fresh pursuit developed as a method of addressing crimes in which the suspect crossed jurisdictional 
boundaries—ensuring that the officers in initial pursuit would still be able to follow through with 
their arrest. It is very important to note but nonetheless unsurprising that the trespass exception for 
private parties has not developed as clearly as for police officers. Actions by private individuals that 
constitute a trespass are only speculatively protected by this common law framework. Thus, a private 
party risks criminal or civil liability by pursuing a fleeing thief onto private property.  
 
After a cyberspace theft, retrieval of data may be able to proceed following the fresh pursuit 
framework. This speculatively allows private actors to identify, pursue, and use reasonable force 
against individuals/systems they reasonably believe to have committed a crime, in order to reclaim or 
at least disable their stolen property. The practical methods for doing so in cyberspace are limited, 
but hypothetically a client could track the data theft across public servers, or ask public server and 
router administrators to freeze or corrupt the data transfer before it reaches its home network.  
 
If the stolen data has already been stored in a private location, then immediacy could warrant 
intrusion of a private network based upon a reasonable suspicion that stolen data resides therein. 
However, if this is an intrusion into the wrong network (due to a misattribution of IP) or 
unnecessarily damages the network while intruding, the private actor in pursuit risks civil and 



CARNEGIE ENDOWMENT FOR INTERNATIONAL PEACE   |   23 

criminal liability. It is therefore necessary to obtain both sufficient verification that the stolen data is 
there, as well as authorization of some kind to retrieve it. Such authorization can be either 
contractual or based on government authority, as will be discussed. But perhaps techniques that 
merely corrupt or otherwise deny unauthorized use of this stolen data without causing collateral 
damage should be considered a legitimate interpretation of fresh pursuit. In any event, there is a very 
fine line between ongoing data theft that potentially authorizes techniques like poisoning the RAT 
and taking aggressive action when the theft and ensuing flight is already complete, after which the 
legitimacy of taking the law into one’s hands is increasingly questionable. This distinction is highly 
important in domestic U.S. law.  
 
Of course, pursuit of an attacker outside of the defender’s network might entail reaching across 
international boundaries and violating the domestic laws of another state. The acceptability of fresh 
pursuit across international borders in the physical world is limited by nation-to-nation agreements 
concerning the operation of foreign forces on sovereign territory. If the stolen data is stored in an 
area of questionable international jurisdiction, then any government authority should be either 
cooperative between nations or unilateral to support cross-border intrusions. Similarly, any 
contractual authority must be valid in the country where the network intrusion would take place.  
 
 
Car Anti-Theft Devices 
 
There are many devices that act as tracking systems,41 and clients can legally install them on their car 
to automatically report the vehicle’s location and allow law enforcement to retrieve it if stolen.42 
Importantly, these systems report the location of a car if it has entered onto private property, and can 
even disable the engine starter. Only the starter can be remotely disabled, not a running engine. This 
is because disabling an engine on a highway may result in serious accidents and loss of life (along 
with a high likelihood of civil liability for damages, or criminal liability for recklessness or 
negligence).  
 
A historical, low-tech understanding of the legal principles involved in this analogy can be derived 
from the probable cause standard and exigent circumstances exemptions to the Fourth Amendment. 
If a police officer has probable cause to believe that illegal activity is taking place within a private 
residence (like hearing a scream from outside), they can present that probable cause to a judge and 
retrieve a warrant to search the premises in short order. However, if the need is immediate, that 
officer can prevail upon exigent circumstances to avoid the warrant requirement. Exigent 
circumstances are “circumstances that would cause a reasonable person to believe that entry (or other 
relevant prompt action) was necessary to prevent physical harm . . . the destruction of relevant 
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evidence, the escape of the suspect, or some other consequence improperly frustrating legitimate law 
enforcement efforts.”43 A scream would certainly qualify. Arguably, knowledge that the car is on 
private property would qualify as well, given that it might be dismantled.  
 
If intellectual property is stolen from a network and stored on a private server, it is important to 
certify that the data in question is in a specific location with some degree of certainty before using 
any authority to retrieve it. In the cyberspace context, beacon files can be created that, when opened, 
will ping the home network from whatever IP address they are stored, including private networks.44 
This effectively locates stolen files and may identify a thief. The resulting locational data may be used 
to either retroactively justify private actions (like intrusion into a network during fresh pursuit), or to 
inform policing authorities that then retrieve the data. Immediate police action may be justified 
under the exigent circumstances framework, given that data may be copied and sold extremely 
quickly. If sensitive information is stolen, an automatically encrypting, scrambling, or deleting 
mechanism could also serve as protection that is similar to disabling a car starter—rendering the 
stolen goods useless. An example of this in practice is that of white-hat ransomware that encrypts 
stolen files on the attacker’s (or a third party’s) system. 45 
 
While these actions technically involve the manipulation of data on a separate private network, they 
do not necessarily entail active manipulation by the defender and could follow the same legal 
framework as physical anti-theft systems. Importantly, just as only the engine’s starter can be 
remotely disabled, if these mechanisms have any sort of automated virus or harmful effects to third 
parties (not necessarily the thief’s network), it is possible for liability to result. Similar to the previous 
discussion of electric fences, the prioritization of human safety suggests both that careful limits 
should be placed on measures to ensure they do not pose significant risks to humans. Such measures, 
however, may be justified by the need to defend data critical to human safety. 
 
 
Credit Card Fraud and Dye Packs 
 
If credit card information is stolen and a fraudulent transaction takes place, it is common for the 
card issuer to block additional purchases immediately, or even cancel transactions that are already 
being processed based on the suspicion of fraud. This is done on a remote basis, sometimes without 
the direction of the actual card holder, under the auspices of account security (occasionally, it is even 
done improperly). This practice began as a response to rampant credit card fraud and expensive 
losses for both individuals and creditors—in 2014, global card fraud losses reached $16.31 billion.46 
Unfortunately, since it costs more to involve manpower, police, or investigation of the fraud, it is 
commonplace for issuers to simply write off the loss, cancel the card, and notify the owner. 
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Similarly, banks commonly insert dye packs into their money for use during robberies. These dye 
packs are meant to explode, leaving red dye on both the thief and the money, marking it as stolen 
and unusable. They may also release tear gas and/or ignite their surroundings, burning exceptionally 
hot, to make the thief drop their stolen goods.47 It is important to note that these measures would 
incur liability if the thief faced grievous harm as a result (being blinded or excessively burned). 
Again, this is exemplary of a greater focus upon human life than protection of property. 
 
The commonality between each of these analogies is the disabling of, or rendering useless, a stolen 
asset. A strategy could be employed that renders stolen data useless in a manner similar to credit card 
deactivation or dye packs, by corrupting or marking the stolen data. This corruption could be 
facilitated in one of two ways: either by actively reaching into private networks where the stolen data 
is stored (which would require some measure of authorization or immediate urgency, and would face 
complications in cross-border virtual thefts, as discussed) or through an automatic mechanism in the 
data itself that responds to unauthorized extraction from the home network (like an exploding dye 
pack)—a practice that would neither require knowledge of where the data is going nor authorization 
to implement (as it is an activity taking place on the home network, albeit the border). This is 
similar to the disabled starter analogy previously discussed.  
 
Again, there is potential for embedding viruses or malware in the data file itself, to be triggered 
automatically upon its theft. White-hat ransomware exfiltrated from a defender’s network could lock 
down an attacker’s computer and require the user to contact law enforcement to regain access. If this 
were to harm third party systems or individuals or cause excessive damage to the individuals 
committing the theft, liability would result. However, if there were limited impacts contained to the 
thieving party’s systems and networks then there exists some potential for this measure to proactively 
and aggressively safeguard intellectual property. 
 
 
Government and Private Sector Authorization Structures 
  
Across the spectrum of defensive measures discussed above, there are numerous ones that could be 
extremely useful in combating malicious activity but carry significant risks due to their potential 
impacts on external networks that, in many circumstances, would offset their benefits. Opening up 
these measures for engagement by any private actor could be extremely risky. However, there may be 
specific circumstances in which they could be undertaken responsibly as a legitimate response to 
malicious activity. It is worth exploring, then, how to create and define space for these measures 
without opening the floodgates. 
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There are alternative and complementary approaches to minimizing the risks of those self-help 
measures that are on the table. The analogies above have focused on the technical and circumstantial 
parameters of the defensive activities themselves as the primary constraints. It is equally important to 
consider approaches and mechanisms to limit the range of actors able to engage in defensive 
activities and the degree of autonomy and operational discretion given to those actors. 
 
This section thus examines the legal frameworks and incentive structures within which private actors 
undertake roles complementary to government actors, or with some level of government authority, 
yet often without government immunity. In such circumstances, private actors expose themselves to 
physical and legal risk by undertaking these roles as contractors or subcontractors. This gives rise to 
demand for liability insurance to limit their exposure, which is provided subject to some conditions 
and exceptions that comprise a form of soft regulation. Examining these frameworks of authorization 
and liability guidelines is highly relevant for a cybersecurity industry in which the limits of private 
action and government involvement are yet to be determined, and both civil and criminal liability 
could result from conscious choices, as well as unintentional missteps. 
 
 
Bounty Hunters 
 
A bounty hunter is a private party that contracts to apprehend fugitives who posted bail but failed to 
appear in court. In the Wild West, bounty hunters were hired by local authorities to apprehend 
fugitives when the latter did not possess enough resources to find or pursue wrongdoers over 
hundreds of miles of open terrain.48 This practice was first formally authorized in the United States 
in 1872, when the Supreme Court ruled that bounty hunters could act as the authorized agents of 
bail bondsmen, and gave them wide latitude.49 The actions of a bounty hunter are empowered 
primarily by the contract that the fugitive signed to secure bail, which includes forfeiture of rights 
against intrusion or uses of force (this is why bounty hunters often face fewer restrictions than police 
officers in their actions). 
 
Bounty hunting is regulated at the state level or below. Few states ban the practice entirely, while 
others allow it but do not permit bounty hunters to apprehend the fugitive (thus confining their role 
to simply tracking them down and notifying authorities). In eighteen states, bounty hunting is 
subject to almost no regulation.50 Bounty hunters face less strict constitutional guidelines than 
police: they can break and enter into a fugitive’s house without a warrant, seize the fugitive, use 
whatever force is necessary to obtain custody, imprison them, transport them across state lines, and 
act without new warrants. Coerced statements to a bounty hunter are even admissible in court.51 To 
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be licensed, only four jurisdictions require taking a state exam, while a little more than one-third 
require formal training.52  
 
With such permissive regulation, it is common for bounty hunters to receive civil lawsuits. The 
professional liability policy of the Professional Bail Agents of the United States is an example of 
bounty hunter insurance. It includes coverage for claims of assault, battery, false imprisonment, 
wrongful entry, and defamation.53 These correspond with the expanded mandate of bounty hunters 
vis-à-vis law enforcement. Insurance companies can mitigate the risks of bounty hunters’ activities by 
placing additional requirements on their coverage. The professional liability policy, for example, 
refuses to cover any claim arising out of the use of a firearm.  
 
The key to this analogy is the legal mechanism for authorizing private activity that would otherwise 
be illegal. Bounty hunters offer a model for how contractual authorization can be used to selectively 
allow for certain defensive measures to be undertaken by qualified private actors. To be clear, this 
does not necessarily entail the cyber equivalent of knocking down doors and taking criminals into 
custody, but it could be applied selectively to enable limited action to attribute, disrupt, or mitigate 
ongoing malicious activity. Constraints on such activities through requirements imposed by the 
contractual relationship between service providers and end users, in combination with barriers to 
entry in the form of licensing authority granted by the government to able parties, could help 
mitigate some of the risks of their employment. 
 
To establish a similar right to intrude upon private networks and confiscate data, companies might 
add a clause to their End User License Agreement (EULA) that allows for impositions on systems 
used in cyber attacks by malicious actors.54 In other words, abusing a product for criminal purposes 
would to some extent forfeit the actor’s right against some form of intrusion or disruption of their 
own systems by the vendor. In this approach, third party systems being utilized by malicious actors 
may, by necessity, also be subject to limited intrusion or disruption. Such impacts may be justified 
by some measure of negligence in maintaining the security of systems (lack of patching, insecure 
practices, and so on). Of course, it would be egregious to allow every company with a EULA to 
exercise such a right. Similar to bounty hunters, this space could be limited to certain actors with 
sufficient capacity and, moreover, to only those whose location in the broader ecosystem gives them 
a unique capacity to mitigate malicious activity. For instance, cloud service providers are able to 
leverage some of the most sophisticated defensive measures (particularly with the incorporation of 
machine learning and artificial intelligence into defensive capabilities) and are increasingly critical to 
the security of a vast range of their customers’ assets. Further, companies acting in this role would 
still be liable for damages from exceeding narrowly defined parameters. 
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While this legal tactic is not currently employed, likely due to public reprisal and reputational 
damage concerns, the language of many EULAs does hypothetically allow for such actions.55 And 
some EULA agreements have already been used as a mechanism to allow (or seek court allowance) to 
undertake certain assertive forms of cyber defense. Furthermore, contract law has been used to 
facilitate botnet takedowns, with defenders undertaking such action claiming status as a third party 
beneficiary to justify seizing subdomains.56 
 
Such contractual backing, combined with a verified theft (through beacon use similar to anti-theft 
devices), reference to the fresh pursuit framework, and insurance best practices (along with civil 
liability coverage for oversteps), could address concerns regarding self-help intrusions to retrieve 
stolen intellectual property. Contractual acceptance of impositions on systems used in cyber attacks 
may qualify a company acting in that capacity as authorized to enter a private network.57 This may, 
in turn, motivate those operating such networks to ensure they are not abused for malicious 
purposes. Finally, it is worth considering whether this discretion given to vendors makes it more 
feasible and reasonable to hold them to a higher degree of accountability for preventing the abuse of 
their products (potentially through some degree of liability for failure to do so).  
 
 
Private Investigators 
 
The United States industry of private investigation and security services began in 1850 with the 
creation of Pinkerton’s National Detective Agency in Chicago. Allan Pinkerton was a famous 
Chicago policeman, and in 1861 foiled an assassination attempt against then president Abraham 
Lincoln. This organization was regularly hired by government and private parties alike to pursue 
outlaws like Jessie James, Butch Cassidy and the Sundance Kid, and the Molly McGuire Gang in an 
era of generally underdeveloped federal and state level law enforcement. The Pinkerton Agency grew 
very quickly and was hired to protect railroads from theft as they crossed jurisdictions (often police 
forces did not have the manpower to secure train routes).58  
 
Current legal regulation of private investigators (PIs) is at the state level. While bounty hunters 
perform their tasks after an initial arrest, private investigators carry out investigative tasks on behalf 
of clients. PIs do not receive any special legal treatment when conducting their duties. However, 
licensing is much more widespread than that of bounty hunters—as of 2014, only four states do not 
require a PI license.59 It is illegal for a PI to pretend they are someone else to get nonpublic 
information, or take recordings of individuals in circumstances with a reasonable expectation of 
privacy.60 In most states, obtaining insurance is required as a condition of licensing.61 Again, these 
insurance plans’ specifics show the common liability risks of a private investigator. E.R. Munro & 
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Company, for example, is a PI insurance company that operates in all fifty U.S. states and provides 
specialty coverage for both bodily injury to others and property damage.62 In another example of 
rule-setting by insurance companies, California law states that any PI using a firearm must have a $1 
million insurance policy to obtain a license.63  
 
Like bounty hunters, this analogy offers a potential model of how to create barriers to entry for 
certain measures through a combination of licensing and liability. Private investigators operate in a 
space parallel to law enforcement. They also, again, hold no additional legal powers or exemptions. 
This framework could be applied to actors engaging in cybersecurity measures that are preventative 
or investigative/anticipative in nature, similar to the security camera analogy and traceback 
techniques that use public routers. Behaviors of this type will likely yield high levels of civil liability 
from the general populace if they are not passive in nature, and as a result will require strict 
insurance policy requirements (similar to a PI’s coverage for bodily harm or property damage). This 
would, in turn, empower insurers to constrain behavior by defining the necessary precautions and 
limits to engage in such measures. 
 
 
Domestic Private Security 
 
Private security contractors (PSCs) typically are not corporate employees or state agents but rather 
specialized subcontractors that provide comprehensive or ad-hoc security services on a contractual 
basis. Importantly, if a PSC is operating in the United States and employed by a private 
organization, then the legally permissible extent of their actions is far more limited than actual 
government forces. PSCs are only authorized to use reasonable force in the protection of property 
and apprehension of a perpetrator. Their mandate may be slightly increased by preexisting 
arrangements deputizing the contractor with police authority, however even in those situations lethal 
force is only authorized when a life is at risk, not property.  
 
The nature of PSCs’ activities entails a trade-off of countervailing risks. While charged with the 
protection of valuable private property, they are limited in their employment of defensive force that 
could harm others. They lack the legal authorization needed in many cases to undertake sufficient 
defense against attackers who have far greater freedom of action. This exposes PSCs (and their 
clients) to potential physical harm, making it likely that they will cross the line in the course of their 
duties. Consequently, PSCs typically face significant legal risk and must obtain extensive insurance 
coverage against lawsuits claiming that they surpassed their legally authorized reasonable force 
threshold. Brownyard Security, the largest U.S. insurer of PSCs, offers coverage for assault and 
battery, property damage, personal injury, false arrest, invasion of privacy, libel, and slander.64  
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Cybersecurity service providers offering specialized defensive services may operate similarly to private 
contractors who provide physical security. It is worth contemplating the circumstances in which 
such services might include measures impacting external networks that could harm third parties. 
When these measures are deemed necessary, some level of government authorization could help 
offset civil liability concerns. But as in the physical world, it will be critical to define an appropriate 
level of discretion given to defenders. 
 
This demonstrates the inevitable trade-off of risks associated with self-help—constraining the 
defender’s freedom of action may limit potential third party harm but exposes the defender and its 
clients to greater risk. Reasonable force has emerged in the physical realm to determine the 
permissible level of action a PSC may use directly against a threat actor. However, in the cyberspace 
context such a proposition is complicated by the potential for threat actors to be intertwined with 
third parties whose networks they use to perpetrate malicious activity. A reasonable force standard in 
cyberspace necessitates contemplating what level of harm to third parties is normatively acceptable.  
 
This analogy underscores the role that insurance can play in resolving this challenge presented by the 
countervailing risks of aggressive self-help activities. Insurance can enable a balance that allows for 
viable defense while redressing the negative consequences for third parties when defenders cross the 
line of reasonable conduct. Moreover, when empowered to undertake this role, insurers can directly 
motivate contractors (through premiums and policy exclusions) to take necessary precautions and 
risk management measures that they calculate as necessary to minimize risks associated with their 
activities. 
 
The potential transnational impacts present a significant complicating factor that makes it difficult 
to formulate insurance policies that cover such aggressive representation. The impacts of such 
measures across state borders might expose companies to legal ramifications or other forms of 
retribution internationally. Consequently, the consideration of appropriate boundaries of reasonable 
conduct for contractors in this domain must go hand in hand with the discussion in the next section 
of international systems of self-help governance in cyberspace.  
 
 
Ex Parte Temporary Restraining Orders (Clothing Counterfeiters) 
 
Rule 65 of the Federal Rules of Civil Procedure allows for a party to obtain a temporary restraining 
order against a malicious actor, without official court notice, if they can prove that immediate and 
irreparable harm will result without government assistance and that they have attempted to provide 
the other party with notice.65 However, it has historically been recognized that any attempt to give 



CARNEGIE ENDOWMENT FOR INTERNATIONAL PEACE   |   31 

notice may make prevention of harm and/or prosecution of a crime fruitless. In 1979, the 2nd 
Circuit Federal Court ruled that an ex parte temporary restraining order (one without any notice to 
the offending party, official or otherwise) was necessary to make sure that a counterfeit clothing 
scheme could be cut off before the evidence was shifted to unknown affiliates.66  
 
This approach has more recently been legally applied to botnet domain takedown efforts.67 
Specifically, Microsoft has sought ex parte temporary restraining orders to remove access to domains 
that are known to control botnets.68 Similar to the clothing counterfeiting analogy, any notice to the 
controllers of these domains would allow them to create new and unknown access points to their 
botnet; thus an ex parte injunction is appropriate. In its takedown of the Citadel botnet, Microsoft 
went so far as to secure permission to send configuration files to infected computers without users’ 
explicit consent and temporarily block internet access for some users in order to motivate them to 
remove the infection.69 However, this operation was conducted under specific, court-approved 
parameters and in coordination with the U.S. Federal Bureau of Investigation and foreign 
counterparts.  
 
This is a systematic approach that could potentially be applied to a range of defensive activities 
whose success depends upon their immediacy but that cannot be undertaken without express 
government authority. Certain ICT companies occupy unique positions to take action on behalf of 
themselves and the wider public, and they could be given limited authorization to do so when the 
circumstances do not allow for an effective law-enforcement-driven response.  
 
This framework can be calibrated to account for a number of thresholds that narrow the space for 
engagement in such activity. As seen in the arguments put forth by Microsoft in various cases of 
botnet takedowns, authorization could be contingent upon demonstrating the benefit to broader 
public interest of mitigating malicious activity, the necessity for an immediate response, and the 
efficacy of the response, including that capabilities are properly tested and controlled.70 Moreover, 
this allows for varying levels of law enforcement oversight and the imposition of liability for harmful 
impacts to third parties. 
 
 

Private Self-Help in the International Context 
 
Analogies from the U.S. domestic context illustrate boundaries that emerged and solidified to guide 
reasonable self-help and govern private actors undertaking roles complementary or supplementary to 
law enforcement. Yet cyberspace introduces unique complications for traditional approaches to 
domestic governance. Behavioral norms are being negotiated and asserted in an international 
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context. Decisions to set domestic rules for self-help in cyberspace have inevitable international 
ramifications. Domestic policy dilemmas are thus compounded by the lack of clear international 
rules and norms and, more fundamentally, diverging views of the proper role of states and private 
actors in the provision of security.  
 
In this respect, self-help in cyberspace presents similar challenges to navigate as private physical 
security services in the international context. Private actors operate across state lines, often in semi- 
or ungoverned spaces. Global market forces and threats shape industry behavior in ways that can 
subvert national regulations. These factors generate tensions between states with diverging views and 
within states’ domestic and foreign policy imperatives. The experience with private violence in the 
international context is thus invaluable for anticipating and navigating the emerging challenges 
associated with global cyber activities. However, for reasons described above, the focus here is not on 
international law pertaining to private self-help activities in cyberspace. Others have made strides in 
exploring this subject.71 Rather, this section explores insights from the processes and mechanisms 
that emerged through unilateral and multilateral efforts to shape the reality on the ground regarding 
the behavior of private actors in security capacities.  
 
 
Unilateral State Management of Private Use of Force 
 
Any approach to governance needs to appreciate that cyberspace remains in a transient state. Before 
exploring the context of the modern, globalized private security industry, it is useful to briefly 
consider the roots of current norms and practices in the formative experiences with states’ approach 
to private violence in the international context. This includes the practices of privateering and 
charter companies. 
 
There are obvious limitations on the applicability of these experiences for instruments of governance 
in cyberspace (though letters of marque remain relevant). They nonetheless have important value, as 
Florian Egloff argues, for understanding “the long-term evolution of security dynamics in a space 
that becomes more important to stakeholders over time.”72 
 
 
Charter Companies 

 
The rise of chartered companies around the sixteenth century has had lasting significance in both the 
precedents it set for private sector governance and the pivotal role it played in European imperial 
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expansion, and thus in shaping the contemporary international order.73 Examples include the 
English East India Company, Dutch West India Company, and Hudson Bay Company. 
 
Royal charters (and other variations) were used to sanction companies’ efforts to marshal private 
resources toward ventures abroad that benefited the state. At least initially, chartered companies were 
driven by primarily financial interests in establishing trade and exploiting natural resources and 
indigenous populations in areas beyond the reach of states’ relatively modest capacity. This entailed a 
significant degree of autonomy for companies operating in distant frontiers. Charters often granted 
companies powers and privileges on par with states—including to govern territory, conduct 
diplomacy, and even engage in warfare. “In their very constitution,” Andrew Phillips argues, “they 
confounded the notions of territorial exclusivity and the compartmentalization of power into distinct 
public and private spheres.”74 
 
The mercantilist character of geopolitical competition among European states was crucial in shaping 
these practices. War and commerce were considered inseparable, and thus promoting commercial 
activities was not simply economically beneficial to states but a crucial element of interstate 
competition.75 Charters offered an easy way to leverage private financial incentives and capacity 
under state auspices at a time when few other mechanisms existed to do so. They also were an 
attempt to place the burdens and risks of overseas expansion upon private capacities rather than 
sparse state resources.  
 
Chartered companies grew to become tremendously powerful. Hudson Bay Company alone was, at 
its peak, “the largest landowner in the world,” with close to 3 million square miles of North America 
under its control.76 They relied almost exclusively upon their own means of security and 
commanded private police and military forces that in some cases rivaled or exceeded those of states. 
The English East India Company, for instance, commanded a force larger than the British Army in 
the late eighteenth century.77 By empowering companies to engage in self-help, states absolved 
themselves of the burden of securing expansive commercial activities and could (to some degree) 
dissociate themselves from the violence required to do so. 
 
Suffice it to say that there are obviously vast differences between charter companies and 
contemporary corporations. But it is worth considering the parallels in these formative experiences. 
Cyberspace is in the midst of a “frontier era,” argue Chris Demchak and Peter Dombrowski, in 
which “the underlying technological layer is itself changing as are the social structures depending 
upon cyberspace.”78 Individual companies maintain and control large swaths of territory at each layer 
of cyberspace79—from physical infrastructure to software platforms and content. States have largely 
encouraged this unimpeded expansion into the domain—indeed, ICT companies’ commercial 
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success has often been a matter of national interest. At the same time, states are struggling to protect 
their own assets and find their authority attenuated by the inability to sustain a presence throughout 
this frontier. Consequently, corporations have enjoyed the benefits of autonomy but have largely 
been left to their own devices to manage their risks.  
 
Given this state of affairs, the experience with chartered companies serves as an admonition against 
granting the private sector complete leeway to exercise self-help in cyberspace. But the deeper insight 
is seen in the circumstances that gave rise to self-help and the challenges states faced when 
attempting to reassert their authority over the space. As perceptions of the advantages and liabilities 
of chartered companies shifted and states sought to bring them under more direct control, they were 
forced to devote significant resources to their protection and at times provide a financial lifeline to 
companies for “ill-conceived and profit-less colonial adventures.”80 States’ assumption of 
responsibility for the vast possessions of these companies translated into a dramatic expansion in 
their imperialistic behavior. This was at some level unavoidable given how far the companies had 
expanded into this new frontier.  
 
What would it entail for states to similarly assert their authority over governance in cyberspace and 
attempt to monopolize force? And in a domain dominated by major multinational corporations, 
how would states begin to demarcate the extent of their responsibility for the provision of security? 
 
 
Letters of Marque 
 
Privateers were privately owned and operated ships that were given a limited authorization by a state 
to effectively commit acts of war at sea and reap financial benefits. The practice of privateering 
emerged as early as the thirteenth century at a time when the maritime domain was a largely 
ungoverned space, state capacity was weak relative to private actors, and threats to commercial 
entities were proliferating. Merchant ships armed themselves to undertake their own protection—
and retaliation. Authorization of privateering came in the form of a letter of marque and reprisal, 
which generally allowed a privateer to attack and seize the property of any vessel of the adversary 
nation to compensate for losses.81 Such letters were also issued in peacetime to provide for limited 
authorization for a privateer to hunt down a pirate after being attacked.82 In doing so, letters of 
marque provided a mechanism for states to empower private actors to engage in self-help while 
advancing their own strategic and economic objectives. 
 
At a time when states’ navies were nascent, letters of marque were a tool to harness and direct 
privately held capabilities toward state ends—enriching the state and conducting warfare without 
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drawing upon state resources. At times, privateers even functioned as reserve navies, as was the case 
when the United States called upon privateers to help defeat the British siege on New Orleans in 
1815. Privateers were a product of a period characterized by mercantilism, when such attacks on 
commercial entities were accepted as legitimate tools of statecraft. The interests of the state and of its 
commercial entities were blurred, and enabling this kind of self-help advanced both. 
 
Over time, however, the calculations of states shifted, and the system of privateering appeared 
increasingly detrimental to stable maritime commerce. Eventually, this led to the abolition of 
privateering at the Congress of Paris in 1856, largely driven by Britain, then the preeminent 
maritime power.83  
 
It took hundreds of years for a state of law and order to emerge and supplant reliance upon self-help. 
The balance between state and private actors’ roles in this space was slow to evolve. Even as states 
gradually consolidated naval power, it proved difficult to impose their authority over the space, 
where norms of self-help behavior had solidified. An inflection point occurred when Britain 
concluded that privateering had come to undermine its interests. Even still, Britain had to motivate 
smaller powers that continued to benefit from the practice, such as the United States, by assuming 
greater responsibility for securing the domain for private actors.84  
 
Letters of marque offer a potential template for how states could selectively authorize the use of 
certain defensive measures against attackers that would otherwise be prohibited (like those with 
impacts outside of the defender’s network). The inability of governments to provide sufficient 
defense to the private sector and the significant potential of aggressive self-help measures to shift the 
balance in favor of defenders have caused this idea to gain some traction.85 For instance, Dave Aitel 
argues that cyber letters of marque offer a scalable solution to evolving threats.86  
 
A realistic application of letters of marque to private sector self-help in cyberspace would necessarily 
be far more limited than the broad leeway given to naval privateers to target enemies of the state. 
Such limitations could take the form of restrictions on tactics or measures employed or the scope 
and duration of effects. Authorization could be granted to private actors to undertake action to 
mitigate persistent intrusions, such as the aforementioned poisoning the RAT. Alternatively, letters 
of marque might preauthorize defensive action against a particular threat actor in the event of a 
future attack, such as the use of white-hat ransomware. There are already signs that states are 
exploring such options in the cyber domain. Singapore, for instance, has adopted a legal mechanism 
for sanctioning private entities’ defense of critical infrastructure (though it remains to be seen how it 
will be employed in practice).87  
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However, the potential pitfalls of this approach need to be seriously examined. If used to authorize 
aggressive defenses (or even offensive measures such as hacking back), they would contribute to 
perceptions that states are employing proxies toward their own ends. Moreover, the justification of 
the necessity of some aggressive measures would be questionable in any case. As critics of hacking 
back have pointed out, if an attack has successfully exfiltrated data it takes very little time for that 
data to then be copied or distributed. Outside of a narrow window of opportunity to respond to 
mitigate damages, hacking back has dubious benefits for the defender. Thus the challenge of an 
approach based on letters of marque would be how to tailor it specifically to contexts of defensive 
necessity while at the same time making the process itself rapid enough to deal effectively with 
threats.  
 
Finally, cyberspace is not the high seas, and letters of marque offer no solution to the problems of 
defensive measures that violate the domestic laws of another country. Moreover, the historical 
experience with letters of marque offers an admonition against purely unilateral solutions. In the 
absence of any international understanding of the scope of legitimate self-help measures or 
mechanisms to resolve disputes regarding violations of domestic laws, cyber letters of marque would 
exacerbate tensions in a domain already characterized by behavior reminiscent of mercantilism, 
including widespread commercial espionage. States will have diverging views on the legitimacy and 
legality of certain actions. If each state chooses where it draws the line for its own companies, the 
potential for systemic escalation could be high. Thus, significant multistakeholder dialogue and 
convergence upon international norms would be needed to contain the risks of a dramatic expansion 
of these activities, in order to prevent destabilizing consequences.  
 
Nevertheless, a modern day version of letters of marque tailored to the context of cyberspace might 
offer an effective, temporary solution by which states could allow for self-help within narrowly 
defined parameters while retaining the ability to rein in such behavior. Albeit this is a solution more 
to the problem posed by states’ own domestic laws, not to the trade-offs and risks posed by the 
activities themselves. The potential flexibility and adaptability of this tool is attractive for 
overcoming two significant policy challenges regarding self-help in cyberspace: The need for 
evidence of the efficacy of many potential measures that could be employed and the need to 
condition self-help to some degree upon the capacity of a defender to undertake responsible conduct. 
Any blanket approach to self-help in cyberspace would be problematic. Specific kinds of entities like 
ISPs and cloud service providers will have unique opportunities and responsibilities to defend 
themselves and others, and letters of marque could be tailored to these unique circumstances. 
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International Multistakeholder Initiatives Governing Private Security Contractors 
 
States appear to be increasingly employing cybersecurity contractors for both defensive and offensive 
cyber operations in a manner that has already prompted comparisons to private military and security 
contractors (PMSCs).88 In one notable example, a former director of the U.S. National Security 
Agency, General Michael Hayden, used the term “digital Blackwater”—referring to the controversial 
U.S. PMSC whose employees were convicted of killing fourteen Iraqi civilians in 2007—to suggest 
where current trends might lead.89  
 
Whether or not it is desirable to have a global industry of cybersecurity providers engaging in 
measures equivalent to use of force in cyberspace, the challenges and potential solutions for 
governing such an industry must be considered. The parallels between PMSCs and the rapidly 
expanding and consolidating industry of managed cybersecurity services90—including growing 
evidence of a transnational market for aggressive self-help services—suggest that the historical and 
contemporary experience with PMSC governance holds valuable insights for both anticipating the 
trajectory of these services and finding practical solutions to shape that trajectory. 
 
 
The Montreux Document 
 
The resurgent role of private actors in the provision of security since the end of the Cold War has 
been driven by a diverse range of factors. States themselves have actively fueled the rapid expansion 
of a global industry of PMSCs from a variety of motives.91 Some states turn to private capacities to 
supplement thinly spread public resources. Others see the benefit of using contractors to enable 
militaries to maintain a light footprint in theater or allowing officials to distance themselves from 
controversial practices. In some cases, PMSCs operate under more relaxed rules of engagement than 
military forces precisely for this reason. While states’ employment of PMSCs is distinct from private 
self-help, it has direct bearing on legitimizing and empowering contractors to provide self-help 
services. Moreover, the close relationship between states and PMSCs in many cases blurs the lines 
between states’ and private actors’ interests in protecting private assets. 
 
Concerns over the lack of accountability or effective governance of PMSCs internationally long 
predate the incident involving Blackwater in Iraq. As the industry began to rapidly expand in the 
post–Cold War environment, many countries lacked effective regulations on PMSCs operating from 
or within their territory. The ability to outsource services to the international market of PMSCs 
made it easy to circumvent domestic regulations in states that had them. In the absence of progress 
toward an international regime for managing the employment of PMSCs, a multistakeholder 
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initiative was launched in 2006 by the Swiss government and the International Committee of the 
Red Cross to bring clarity to the rules regarding state responsibilities for PMSCs. This initiative 
brought together states (including some of those most affected by PMSCs), NGOs, industry 
representatives, and academic experts with the modest initial objective of assessing the applicability 
of existing international law to states’ regulation or employment of PMSCs.92 
 
This initiative resulted in the “Montreux Document on Pertinent International Legal Obligations 
and Good Practices for States Related to Operations of Private Military and Security Companies 
During Armed Conflict” (often referred to simply as the Montreux Document). It was finalized on 
September 17, 2008, with seventeen states initially signing on.93 Since then the number of state 
participants has risen to fifty-four.94 
 
The Montreux Document set forth voluntary guidelines for how states should manage their 
relationships with PMSCs to ensure their compliance with international law, including international 
humanitarian law (IHL) and human rights law, and minimize the risks of negative consequences 
from their activities. This included a set of best practices for the employment of PMSCs. These 
range from criteria for vetting and selecting contractors to procedures for authorizing their conduct 
to monitoring compliance and responding to misconduct. 
 
Three primary categories of state relationships to PMSCs are delineated: contracting states (those 
employing PMSCs), territorial states (on whose territory PMSCs are operating), and home states 
(where PMSCs are based). Each of these categories entails specific obligations with respect to 
preventing and remediating PMSC misconduct. For instance, the Montreux Document applied 
contracting states’ obligations under IHL not to contract out activities that are “non-transferable 
responsibilities of the State,” such as the supervision of detainee facilities.95 
 
The Montreux Document offers a model for state accountability for private actors building on states’ 
commitments under international law. There is a growing consensus that states are responsible for 
nonstate activities occurring in or through ICTs in their territory,96 but fundamentally conflicting 
views have impeded any progress toward an understanding of what this entails in practice. The 
Montreux Document provides a useful conceptual starting point underscoring a number of 
questions regarding states’ responsibilities for private self-help activities: What kinds of cyber 
operations should be the exclusive domain of agents of the state (akin to “nontransferable 
responsibilities of the state”)? Should territorial states be further separated into those where 
cybersecurity service providers are physically operating and those states whose ICT infrastructure is 
being used for cyberspace operations? What level of authorization should be required for private 
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entities operating from or through a state? In any case, what kinds of mechanisms and precautions 
should be taken to prevent or remediate misuse of a state’s ICT infrastructure?  
 
The Montreux Document also demonstrates various mechanisms states can employ to ensure 
responsible conduct within the space of activity considered legitimate. For instance, it includes 
PMSC selection criteria that is aimed at discouraging states from hiring contractors likely to engage 
in risky behavior—contractors’ past records of criminal activity, financial capacity for liabilities, and 
the status of licenses and registrations, among other factors.   
 
The PMSC experience underscores the importance of addressing the asymmetries in states’ 
approaches that allow for gaps in governance to emerge. Converging upon an international 
understanding of the boundaries of legitimate employment of private contractors and the 
responsibility of states for their actions could begin to address the broader issues surrounding states’ 
use of proxies for cyber operations. Setting forth specific requirements that states ensure that 
contractors are not engaging in activities in violation of laws or exceeding the authority granted to 
them would make it harder for states to turn a blind eye to private entities conducting illegal 
activities.  
 
 
International Code of Conduct for Private Security Service Providers 
 
The Montreux Document addressed only one dimension of PMSC governance—the role of states as 
both regulators and clients of PMSCs. However, efforts directed at states could only go so far in 
holding private actors accountable. A complementary effort was needed toward the PMSC industry 
itself. Thus, the Montreux Document paved the way for an initiative that sought to apply the same 
principles to the industry directly, in the form of a voluntary code of conduct. Finalized in 2010, the 
International Code of Conduct for Private Security Service Providers (ICoC) expanded upon the 
principles in the Montreux Document and established additional provisions to guide PMSC 
conduct. The ICoC has since been successful in gaining commitments from over 700 companies 
worldwide.97 
 
Like the Montreux Document, the ICoC includes many practical measures to minimize risks, such 
as properly vetting and training personnel (particularly with regard to the use of firearms). Training 
must be specific to the type and model of weapon, and must be “regular, verifiable, and recurrent.” 
It also includes measures in the event of misconduct, such as requirements for incident reporting and 
grievance procedures. These measures were supplemented by the creation of an internal, 
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independent oversight mechanism for monitoring and certification of companies’ compliance, which 
was formally agreed upon in 2013.98  
 
The application of principles of necessity and proportionality to the use of force included in the 
Montreux Document are elucidated in greater detail in the ICoC. PMSCs are required to “take all 
reasonable steps to avoid the use of force.” Force should be limited to “what is strictly necessary” and 
“should be proportionate to the threat and appropriate to the situation.” Moreover, personnel are 
prohibited from using firearms except “in self-defence or defence of others against the immediate 
threat of death or serious injury, or to prevent the perpetration of a particularly serious crime 
involving grave threat to life.” 
 
As in the case of PMSCs, successful governance of cybersecurity services will depend on engaging 
those in the industry providing such services to help craft effective and realistic rules.99 The ICoC 
offers a corporate social responsibility (CSR) model for exploring the proper precautions, rules of 
engagement (ROEs), and other risk-management measures that could be directly applied to the 
emerging industry of cybersecurity service providers.100 Some of the specific provisions are readily 
translatable to the context of managed cybersecurity service providers: Ensuring that contractors are 
following applicable international and national laws, properly vetting personnel, and establishing 
procedures for incident reporting and disciplinary action. Similar requirements could be established 
to ensure that certain capabilities are controlled and the personnel employing them are thoroughly 
trained.  
 
In other cases, the ICoC offers principles that could be adapted to the unique circumstances of self-
help in cyberspace. The requirement that all reasonable steps should be taken to avoid having to 
resort to aggressive defense would entail robust passive defense before more assertive measures are 
taken. Capabilities that pose any risk should be limited to situations of necessity and proportionate 
to the threat facing the defender. Such guidelines could factor in thresholds for attribution required 
to undertake certain measures. Further exploration of how these principles would apply to specific 
scenarios of self-help in cyberspace is needed.  
 
A corporate social responsibility approach can fill a unique niche in a broader effort to shape the 
incentive structure for the private sector. Governments and industries could include adherence to a 
code of conduct as a contractual requirement, as many do in the case of PMSCs. Even in the absence 
of such requirements, there would be strong reputational incentives should a code of conduct be 
promulgated. Daphne Richemond-Barak argues that the PMSC industry’s participation, rather than 
resulting in watered down standards, led to the adoption in some cases of best practices and 
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standards that exceeded legal requirements. The industry’s participation had an overall effect of 
increasing security providers’ investment in norms, creating a self-reinforcing legitimacy.101 
 
 
Voluntary Principles on Security and Human Rights 
 
The Montreux Document and ICoC were complementary in attempting to shape industry behavior 
through both directly within the security sector and indirectly through governments. But equally 
influential in shaping PMSC behavior are the private industries that contract for security services. 
They were the focus of a separate initiative that actually preceded the Montreux Document and 
ICoC. Established in 2000, the Voluntary Principles on Security and Human Rights (referred to as 
Voluntary Principles) were a joint initiative of the UK Foreign and Commonwealth Office and the 
U.S. Department of State aimed at the practice of security contracting by extractive industries. 
 
Extractive industries—including oil, gas, and mining companies—comprise a significant portion of 
the global demand for private security services.102 They frequently operate in developing states where 
there is potential for violent conflict and state capacity and authority are limited, creating a need to 
supplement public security. At the same time, corporations’ home states often eschew responsibility 
for commercial activities in complex security environments outside of their territory—whether to 
avoid the financial costs and resource commitments or to distance themselves from the political 
ramifications of potential violence. Even countries with a deeply rooted aversion to private violence 
have turned to PMSCs to secure extractive industries abroad.103 In such complex security 
environments with weak rule of law the potential for human rights abuses by private contractors is 
high. The Voluntary Principles initiative was in part a response to incidents of abuse by PMSCs 
employed by extractive companies.104 
 
Sharing the same basis in IHL and human rights law, many of the provisions of the Voluntary 
Principles closely resemble those contained in the Montreux Document and ICoC, but the 
responsibility is placed upon extractive companies to ensure appropriate conduct of PMSCs they 
employ. Companies are obligated to properly vet personnel, report incidents, and take disciplinary 
action in the event of misconduct by a contractor. Similar safeguards to protect human rights and 
limits on the use of force to cases of necessity are recommended for inclusion in contractual 
arrangements with PMSCs. Additionally, the Voluntary Principles set out guidance for the conduct 
of risk assessments by companies, including factors in the environment where they are operating and 
risks with respect to their activities, such as transfers of lethal equipment.105 
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If the ICoC offers a potential CSR template for cybersecurity service providers, the Voluntary 
Principles offer a complementary template for those driving the demand for cybersecurity—in 
particular, the financial, ICT, energy, and other relevant sectors—to shape responsible self-help 
practices. The Voluntary Principles underscore the critical importance of the demand side of the 
equation in shaping the behavior of security providers and managing the risks of their activities.  
 
Those entities driving the demand for security are in a unique position to enforce behavioral norms 
because they contribute significantly to the capacity and legitimacy of security service providers. As 
Rita Abrahamsen and Michael Williams argue, the private security industry “derives considerable 
power from its connection to clients and from their view of the provision of private security as a 
legitimate and necessary aspect of their operations and daily life.”106 In other words, the legitimacy of 
private contractors’ services flows from the legitimacy of their clients’ property rights, which 
governments are increasingly unable to protect in the context of global commercial activities. If these 
stakeholders determine certain activities are out of bounds, they can use their market power to 
motivate security providers to abide by such norms. And through their contractual arrangements, 
procurers of services can directly apply constraints to self-help conduct and hold contractors 
accountable for misconduct.  
 
Moreover, those entities whose property is the focal point of both offensive and defensive efforts 
have significant ability to proactively shape the risk landscape. This includes properly assessing and 
minimizing risk exposure in the first place. The Voluntary Principles’ guidance on risk assessment 
aimed to shift behavior toward minimizing risk rather than simply channeling it outward. Cyber risk 
management should likewise begin with preventive measures corporations can take to protect crucial 
data, mitigate vulnerabilities and attack vectors, and secure their networks that may obviate the need 
to resort to defense.  
 
The fact that cyberspace is to a significant degree owned and operated by private companies creates 
an inescapable dilemma for governments that value both property rights and their control over the 
use of force in cyberspace. Governments cannot undertake cyber defense in any comprehensive 
manner without intruding deeply into private property that is itself increasingly incongruent with 
national boundaries. Private actors thus enjoy relative advantages in their capacity to provide for 
cybersecurity not just from their technical capabilities but also from the extension of legitimacy to 
their activities via property rights and contractual agreements (for example, EULAs). This makes it 
essential to consider how to leverage the key industries whose networks will be the key battlegrounds 
to establish and enforce norms for self-help.  
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Market-Based Mechanisms for Regulation 
 
Self-Regulation of Private Maritime Security Contractors 
 
When the proper financial incentives for risk management are in place, self-regulation can partially 
fill the gap left by the absence of state efforts, and norms can emerge organically as outcomes of the 
forces acting upon the private sector. Here, an instructive experience is the evolution of norms for 
the employment of armed guards by the maritime shipping industry in response to the escalating 
threat from Somali pirates in the late 2000s. 
 
The rise of Somali piracy affected roughly one-quarter of global maritime trade. While security of 
the contemporary maritime shipping industry had been viewed by governments and industry alike as 
the responsibility of states, this consensus began to erode as huge naval deployments proved 
unable—and partially because of their rules of engagement, unwilling—to ameliorate the 
deteriorating situation in the Gulf of Aden. Between early 2008 and early 2009, the number of 
attacks increased about 300 percent.107 Facing a growing existential threat to business from 
hijackings and a lack of viable alternative measures, the shipping industry turned increasingly to 
armed guards for defense against pirates.  
 
A thriving market of private maritime security contractors filled the demand for security, initially 
with almost complete absence of government oversight. What regulations were in place could be 
circumvented by the ability of ships to sail under flags of convenience (that is, they were registered to 
those states with minimal regulations) and operate in international waters.  
 
Naturally, many states were ambivalent about the growing practice. Even those less averse to the 
privatization of force in general had significant concerns over violent self-help measures, including 
the potential for escalation and collateral damage. Yet precluding this form of self-help required 
more than a simple prohibition of the practice. It would have required addressing the forces driving 
the practice—namely through either far more aggressive and sustained naval action or, in its absence, 
some means of offsetting the massive costs to industry.  
 
However, despite serious concerns of a race to the bottom in the industry, with contractors resorting 
to risky and reckless behavior in a bid to offer the most successful anti-piracy services, norms of 
responsible conduct emerged to govern contractors’ behavior. This was driven in part by the 
insurance industry, which recognized both the benefits of armed guards (no ship with armed guards 
had ever been hijacked) and the need to constrain the potential risks of their activities. The insurance 
industry worked with the Security Association for the Maritime Industry (SAMI), established in 
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2011, to promote a set of standards for armed guards that it could incentivize through the cost of 
insurance premiums. This was complemented by broader industry guidance on best practices for the 
employment of contractors, such as that issued by the International Maritime Organization.  
 
These standards were aimed at minimizing the risks of the use of potentially lethal force, which had 
become an unfortunate necessity. This included specific precautions to prevent escalation and 
collateral damage such as ROEs, including adopting a “graduated level of deterrence, at a 
distance.”108 Thus, while lethal interactions could not be ruled out entirely, standards guided 
behavior toward minimizing the negative consequences, such as by disabling an attacking ship’s 
engine rather than firing directly at pirates. The complementary incentive structures within industry 
helped prevent systemic escalation; in the long run, the adoption of armed guards did not produce a 
vast increase in the human costs of piracy, but instead created a deterrent that contributed to piracy’s 
dramatic reduction in the region. 
 
The maritime security analogy offers practical insights into how the cyber insurance industry, by 
itself or in partnership with industry associations, can play a crucial role as a proxy regulator of self-
help activities. The growing cyber insurance industry has both the analytical potential to determine 
responsible self-help conduct (as data from experience is accumulated) and the ability to motivate 
corporations to remain within such boundaries.109 This would include determining and ruling out 
those cyber measures that would be too risky to underwrite (such as those that could cause physical 
harm) while predicating engagement in other measures upon steps to minimize their risks.  
 
This could mirror the insurance industry’s partnership with SAMI to motivate maritime security 
contractors to take necessary steps to manage risk, from vetting employees to abiding by responsible 
ROEs. Similarly, the largest international shipping association, BIMCO, developed a standard 
contract widely used by shippers for hiring PMSCs that explicitly seeks to weed out unqualified 
guards that would put ship owners and crews at risk by setting high requirements for insurance 
coverage and proper licensing and permits for weapons.110 
 
Given the limitations on states’ abilities to effectively contain cyber threats or regulate a transnational 
market of cybersecurity service providers, insurance provides an attractive option for formulating and 
incentivizing norms of responsible conduct. Instead of a top-down imposition of norms for self-help 
behavior by states, the maritime experience demonstrates how industry self-regulation can reshape 
states’ approaches. SAMI served as the basis for industry standards codified in ISO 28007 and the 
100 Series Rules for the Use of Force. These were in turn adopted by national approaches, such as 
the United Kingdom’s approach of voluntary regulation of PMSCs.111 Contrary to the expectations 
of some that private violence entailed an irrevocable loss of state sovereignty, PMSCs arguably 
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enabled state authority and control over a chaotic space by halting a rapidly deteriorating situation 
and, in turn, giving states breathing room to bring the practice of maritime security under the fold of 
regulatory frameworks.112  
 

 
Key Takeaways 
 
Each analogy examined here illuminates a point at which state responsibility ends and private actors 
turn to their own means for security or contribute more broadly to ordering an environment. 
Collectively, they reveal the extent to which states’ monopoly on the legitimate use of force in the 
physical world has been historically and remains qualified in practice. The extension of this trend 
into cyberspace presents novel dilemmas for policy. However, the core challenge of striking a balance 
between the roles of government and the private sector is a perennial one for states in the modern 
era.  
 
There are benefits and pitfalls with these analogies. A study focusing primarily on the U.S. domestic 
context as well as a handful of salient international examples has obvious limits to its generalizability. 
A more important caveat is the difficulty with the very conceptualization of force in cyberspace. The 
character of many of these cyber measures does not lend itself to simple comparisons with physical 
force. Finally, any single analogy captures only part of the broader challenge. The rules governing 
these cyber activities must address both the domestic and international dimensions of the space. For 
these reasons, rather than dwelling on any one, a broad survey of analogies has been drawn upon to 
explore individual and collective insights. 
 
Despite their inherent limits, these analogies have heuristic value for considering the boundaries of 
self-help in cyberspace within a broader understanding of how states govern forceful self-help 
activities. It is useful to start by mapping the varying approaches to governance along the rough 
gradation laid out previously in Figure 1. 
 
States restrict certain activities considered unequivocally outside the remit of legitimate self-help. 
Most notably in the domestic context, this includes lethal defenses and other measures that pose 
inordinate risks to human safety. Within those absolute limits, however, lie many cases in the middle 
of the spectrum—activities tolerated, tacitly condoned, or explicitly encouraged and supported by 
the government. In the international context, states often exercise loose oversight of private actors 
and the distinction between state and private roles often becomes blurred.  
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These different approaches speak to the diverse rationales underlying states’ approach to self-help. 
Understanding these rationales is important to anticipate how states might or should approach 
comparable cyber activities. Four rationales recurrent throughout these historical and contemporary 
experiences are worth underscoring here for their relevance to the cyber context: 
 
States desire to harness unique private sector capacities: States may look favorably upon private 
activities that fill a unique role in combating malicious activity or alleviate the demand placed upon 
public resources. Private actors’ physical and temporal proximity to malicious activity creates fleeting 
opportunities to intervene that justify their immediate response, as in cases of citizen’s arrest or fresh 
pursuit. Private entities can also exercise control over their property to minimize exposure, reassure 
themselves of their security, raise the costs and risks of criminal activity (possibly through perimeter 
defenses), or interfere directly with criminal acts (for example, through booby traps).  
 
Evolving technology enables new means of mitigating the impacts of crime and facilitating law 
enforcement responses, such as dye packs and anti-theft devices. Moreover, self-help measures that 
are difficult for criminals to anticipate or detect, and that make defenses less predictable and payoffs 
of attacks less assured, contribute to the general deterrence of criminal activity, to the benefit of both 
private actors and law enforcement. Lojack, for example, serves to deter car theft in general because it 
is harder to detect than a steering wheel lock that may only deter the theft of a single car, making the 
former a more attractive form of self-help to promote from a governmental perspective.113 
 
This rationale can be even stronger when private actors enjoy significant advantages in expertise and 
capacity relative to states. In such cases, the private sector may enjoy far greater leeway, including 
even the employment of lethal capabilities. The most extreme example was the use of letters of 
marque by states to take advantage of private capacities to wage economic warfare. More recently, 
states have embraced the specialized services of private military contractors to deal with complex 
security challenges like piracy.  
 
States seek to avoid responsibility for risks to private assets: States tolerate some forms of self-help 
they might otherwise reserve for public actors in part to avoid assuming responsibility for the risks 
created by commercial activities and the burden of protecting them (and to avoid creating a moral 
hazard). Private security contractors satisfy the growing demand for protection of private assets or 
commercial spaces like shopping malls in lieu of public resources. This partly explains the roughly 
1.1 million private security personnel in the United States outnumbering 800,000 police officers—a 
disparity even more pronounced in other countries like India, which has 7 million private security 
personnel compared to 1.4 million police officers.114  
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Globally, states often eschew responsibility for securing the transnational activities of corporations in 
extractive industries, among others, and instead turn to private capacities. Even countries, like 
China, that are traditionally averse to privatization have come to rely increasingly on private security 
contractors for the protection of global commercial activities.115 The reluctant acceptance of these 
activities often comes with constraints placed upon behavior short of proscribing it. For instance, 
states may raise barriers to entry in the form of licensing and insurance requirements for security 
contractors. 
 
States find their authority or control over a space limited: The inability of states to actualize a 
monopoly over force often serves to legitimize self-help. This was most evident in formative 
experiences with chartered companies and privateers featuring states’ encouragement and facilitation 
of private violence in part because of the sheer disparity between those companies’ and states’ own 
nascent capabilities.  
 
In other cases, states are simply unable to prevent self-help they are otherwise averse to. Some states 
have been reluctantly dragged along by trends outside of their control such as the use of armed 
guards in the maritime context. For the same reasons they couldn’t simply disarm pirates, states 
couldn’t easily dissuade corporations from using armed guards in international waters.  
 
States may be inclined to allow conflicts between legitimate private interests to work themselves 
out: Self-help often entails a clash between the legitimate interests of both defenders and third 
parties impacted by their defensive measures. Whether an action to protect property or personal 
safety is perceived as reasonable or justified often depends not only upon values and ideology but 
also on the expediency and legitimacy of its application in the particular circumstances of a given 
malicious attack—the perceived threat to a security contractor or the immediate need of a citizen to 
incapacitate another or trespass onto property.  
 
As Douglas Lichtman argues, self-help allows for “diverse, individuated judgments” of how best to 
remedy malicious activity compared to blunter tools of governmental intervention.116 Rather than 
attempt to set hard rules defining legitimate conduct in every circumstance, states may leave the 
space of reasonable behavior to civil litigation to shape. Criminal and civil liability play 
complementary roles in moderating behavior across shifting circumstances of self-help.  
 
In practice, these four rationales shaping states’ approaches to self-help are often difficult to 
distinguish. And of course, the frameworks that emerge to govern self-help cannot simply be 
accounted for by utility-based decisions. They are shaped by historical contingencies, societal values, 
political dynamics, and in some cases random events that produce broader shifts in perceptions. The 
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reining in of military contractors after the Blackwater incident is a case in point. Even within the 
United States, there is variance at the state level attributable to these different circumstances. These 
competing forces often produce indecision and equivocation rather than coherent policy. 
 
Nevertheless, these interacting rationales tend to result in a balance along several dimensions:  
 

• First, between the roles and responsibilities of public and private actors in the provision of 
security. Lines often emerge to demarcate where state responsibility for property begins and 
ends—though they do not always correspond with physical property lines.  

• Second, between the protection of property and the risks of self-help, including, most 
importantly, to human safety. Bodily harm is often the point at which the leeway given to 
private actors becomes significantly curtailed (as in the case of perimeter defenses or PSCs).  

• And third, between the rules imposed by a state domestically and those arrived at through 
international efforts. Limitations on state authority and control over transnational activities 
often necessitate some attempt to harmonize domestic rules with international norms. 

 
These rationales are each visible in cyberspace to some extent. It seems reasonable to suggest that a 
similar balance along these dimensions is both likely and desirable from the standpoint of addressing 
the broader cybersecurity challenge for states and the private sector. But before turning to the 
insights from analogies for where and how to strike such a balance, the unique challenges of the 
cyberspace context must be noted. 
 
 
Bounding Self-Help in Cyberspace 
 
Striking a balance to govern private self-help in cyberspace demands an approach calibrated to its 
inherent characteristics that complicate governance: in particular, the blurred distinctions between 
foreign and domestic, and the dual character of cyberspace as a largely privately owned territory 
under national jurisdictions and, simultaneously, a de facto global commons.117  
 
States seek to order their domestic cyberspace and set rules for private actors in their territory. Yet 
they find their ability to do so significantly attenuated, in part because they lack control over actions 
occurring within and through this space. Globally dispersed cyber threats lie beyond the ability of 
any one state to mitigate, and states cannot easily police cyberspace like they can their domestic 
territory. At the same time, individual corporations hold resources, capabilities, and expertise that 
rival or exceed that of many states. For instance, JPMorgan Chase spends more on cybersecurity than 
is allocated to the budget of U.S. Cyber Command.118 Evidence is mounting that the private sector 
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is beginning to take advantage of the uneven regulatory environment internationally to circumvent 
limits on self-help.119 
 
Moreover, the character of cyberspace as constructed and maintained largely by the private sector 
places inherent limitations on state control. This parallels numerous historical experiences in which 
private entities have largely been responsible for generating risk and, consequently, left to their own 
devices to manage it. This reality raises a fundamental question: Is it even possible (at this point) for 
states to assert sovereignty, monopolize force, and order cyberspace to the degree they do their 
domestic territory? 
 
In the past, the ambitions of states to assert control over chartered companies that had extended far 
into distant frontiers translated into imperial expansion. It seems that the sort of presence in 
cyberspace that would be required to monopolize force would similarly entail some dramatic 
expansion of state control, or colonization, of the domain. What this would even look like in a 
globalized domain where multinational corporations may have systems and data in dozens of 
countries is unclear. But in any case, the current distribution of capacities in favor of the private 
sector suggests that this remains a distant possibility.  
 
Consequently, private sector cyber activities may present states with similar challenges as the global 
security sector in the physical world has—not only to their foreign policy but to their aspirations to 
order cyberspace domestically. This should serve as an admonition against any unilateral approach 
toward this global governance challenge. One state’s attempt to impose order of what it considers its 
cyber territory may interfere with others’, particularly if this translates to tolerating or encouraging 
self-help activities with transnational impacts. An ultimate resolution to the issues presented by 
assertive self-help activities will require some convergence upon a conception of reasonable self-
defense in cyberspace and state responsibility for private actors. 
 
However, here it is essential to identify where the similarities between physical force and actions in 
cyberspace begin to break down. The various frameworks governing self-help in these analogies often 
reflect the unique characteristics of force in the physical world—in particular the risks of harm to 
humans. A lethal booby trap cannot easily be made to discriminate between intruders, abort or 
reverse its effects, or tailor its impacts to the minimal necessary to disrupt an intrusion. Yet such 
possibilities do exist in the case of certain cyber measures that are reversible or temporary, and they 
are worth exploring further in addition to the traditional mechanisms for moderating behavior and 
holding actors accountable.  
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Few scenarios involving the defensive measures discussed here include any risks to human safety. 
These risks could be addressed as they have been in the physical world (that is, through a 
combination of technical and circumstantial limitations and liability). Lumping the full spectrum of 
potential impacts on external networks into the category of “hitting back” vastly inflates the 
conception of force in cyberspace. More importantly, it may unnecessarily stigmatize measures that 
could not only benefit defenders but contribute to the broader stability of cyberspace. It seems 
conceivable to distinguish the characteristics and circumstances of reasonable from unreasonable 
employment of various active defenses and other measures. This suggests there is room to explore for 
international norms for responsible self-help.  
 
 
Individual Insights From Analogies 
 
The historical continuities and discontinuities presented by the cyberspace context illuminate both 
the value of these analogies and where their application begins to break down. The domestic 
analogies offer a range of insights particularly relevant for addressing four aspects of self-help (see 
table 1 as well):  
 

1. low-risk/high-reward measures that could reasonably be encouraged by states (provided basic 
safeguards are in place);  

2. high-risk measures that might be justified under narrowly defined circumstances and with 
significant constraints; 

3. measures with highly variable risks, whose employment should be contingent upon other 
efforts to satisfactorily manage risks; and  

4. specific mechanisms or approaches for creating barriers to entry and governing behavior.  
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Table 1: Applying Insights From Domestic Analogies to Cybersecurity 
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The international analogies offer similar precedents that could be applied to the employment of 
specific measures: principles for risk management, rules of engagement, and so on. But their more 
salient contribution may be in illuminating the hallmarks of a successful process for governance in the 
context of an ever-changing security landscape and transnational markets for security services. 
 
First, there needs to be some effort toward harmonization of states’ approaches to governance. Much 
can be done by states unilaterally to govern self-help. Mechanisms like letters of marque offer 
potentially useful tools to unlock private capacities and address the immediate demand for security. 
However, early experiences with chartered companies and privateers demonstrate the pitfalls of such 
unilateral solutions. Some basis of common understanding and remediation is needed, beginning 
with those activities that should be considered equivalent to “non-transferrable responsibilities of the 
State” as discussed in the Montreux Document. And given the fraught state of cyber norm-building 
efforts at the United Nations and elsewhere, a more modest initiative akin to the Swiss-led process 
may be more promising for making progress on answering such questions. Multistakeholder 
initiatives can have intrinsic value simply by creating “pragmatic networks” of stakeholders that can 
circumvent the barriers that often stall more formal institutional efforts and find practical 
solutions.120 With greater clarity on absolute boundaries of self-help, the potential tensions from 
asymmetries in states’ approaches can at least be contained.  
 
Second, private sector buy-in will be crucial to establish and enforce rules of the road. The ICoC and 
Voluntary Principles offer models of CSR initiatives that created intrinsic incentives within the 
private sector to exercise certain precautions and moderate behavior. These initiatives addressed the 
supply and demand sides of the equation, respectively. Both are essential to incentivize realistic and 
effective standards for minimizing cumulative risk exposure. 
 
Third, flexibility and adaptability are needed to keep up with the rapid evolution of technology, 
threats, and security practices. Self-regulation (like SAMI) and insurance proved more effective at 
governing behavior amid the shifting maritime security landscape and helped ameliorate the 
deficiencies of national regulation. As experience with self-help in cyberspace accumulates, insurance 
and industry associations can adapt their approaches. Moreover, these mechanisms are better-suited 
to address the varying circumstances across the range of private sector actors in cyberspace. Entities 
occupying different positions within the ICT ecosystem have different opportunities to ensure their 
own and others’ security. The boundaries of permissible behavior should not be rigidly set nor 
uniform across the private sector.  
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Toward a Holistic Framework for Self-Help in Cyberspace 
 
The individual insights from these analogies are merely pieces to a larger puzzle. The aim of this 
paper is to suggest where and how they might fit into a broader framework that starts with the 
gradation of policy approaches and focuses on the interacting forces shaping this space. The proper 
upper and lower boundaries of self-help should not be treated as unrelated policy questions.  
 
Action in one area will have inevitable ripple effects in others due to the interdependence of 
cyberspace and the unique extent to which the private sector can inadvertently (or deliberately) 
channel risk. Allowing private actors to engage in aggressive self-help in the absence of incentives to 
undertake basic cybersecurity could motivate corporations to adopt an aggressive posture rather than 
a more cautious approach to risk minimization. However, creating space for properly circumscribed 
self-help that can more effectively contend with cyber threats and assist law enforcement could 
forestall corporations’ resort to more aggressive measures—or a situation in which states are forced to 
intervene dramatically on behalf of the private sector. 
 
There is a need to consider, carefully, how any policy option impacts the broader space of private 
self-help activity. Fully elaborating a framework for governing self-help is beyond the present scope. 
However, there are four broad directions for a holistic approach to circumscribing and governing 
self-help: 
 
Solidify absolute boundaries of assertive self-help behavior. This should include, at a minimum, 
prohibiting measures or activities that pose a direct and significant risk to human safety (comparable 
to the hard limits on lethal defenses in the physical world). Most obviously, this includes destructive 
forms of hacking back. Preventing behavior detrimental to human safety can serve as a starting point 
for convergence upon international norms for activities exclusively in the domain of state actors. 
 
This assertion may not be controversial. But the more counterintuitive finding of this study is that 
the objective of ruling out inordinately risky practices may be better served by creating space for 
legitimate self-help within those limits. As seen in the experience with PMSCs, building a firewall 
between activities that could be effectively managed and those widely considered illegitimate appears 
more promising—and likely more desirable—than attempting to prohibit assertive self-help 
altogether.  
 
It is worth exploring, then, the various mechanisms by which states can exercise oversight while 
restricting the space for action: Selective forms of authorization could define narrow circumstances 
for defensive activities like letters of marque or—as have already been applied to cyber measures—ex 
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parte temporary restraining orders. Private actors could also be deputized directly by states for certain 
defensive functions. 
 
Raise the bar for basic cybersecurity practices. To be clear, the focus of this study on more assertive 
manifestations of self-help is not to suggest these should be a first resort or that their employment 
would be more effective than efforts to improve basic cybersecurity and risk management, which 
have been thoroughly examined elsewhere.121 A higher baseline for standard cybersecurity practices 
in the private sector would in many cases obviate the need to resort to more assertive defenses. So, 
too, would systematic efforts by corporations to preclude cyber attacks in the first place by ensuring 
the secure development of products and promoting an appropriately cautious approach to building 
new features and adding to the complexity of systems. Further, minimizing the consequences of 
successful attacks through systemic risk-channeling mechanisms would ameliorate the pressure on 
the private sector and government. 
 
It is imperative to begin raising baseline expectations for cyber risk management through 
governmental and market mechanisms alike. Greater leeway for private actors to engage in more 
assertive forms of self-help should go hand-in-hand with clearer expectations for minimal risk 
management practices. Toward this end, subjecting certain entities to stricter liability for 
overlooking basic cyber risk management in the development and provision of products and 
services—appropriately defined—can effectively motivate stakeholders capable of dramatically 
shaping the risk landscape.122  
 
Clear the way for self-help activities that would be broadly beneficial and relatively low risk. This 
includes those low-risk measures that have significant potential to improve defense or assist law 
enforcement, and that are less like force in the physical world. Some, like honeypots, are already 
relatively uncontroversial. These could be encouraged and supported directly by the government 
through efforts to build capacity and develop capabilities. Others, like digital beacons or dye packs, 
would benefit from greater clarity with respect to their legality (at least in places, like the United 
States, where there is some ambiguity). Basic technical safeguards could be required for such 
measures, as in the case of measures akin to anti-theft devices. 
 
Compared to more aggressive defenses, these forms of self-help could have significant positive 
externalities. Simply raising the possibility that a defender will employ more sophisticated, 
unpredictable defenses or attribution measures creates uncertainty regarding the risks and payoffs of 
malicious activity. This deterrent effect would extend even to private actors that are not employing 
these measures. 
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Create the conditions for responsible conduct for those activities that can be tolerated. Certain 
measures, like white-hat ransomware, occupy the ambiguous space between those that are relatively 
innocuous and those that would be unequivocally detrimental. Clearly the private sector should not 
be given carte blanche to employ such measures with significant potential to cause disruption to 
third party networks. At the same time, it seems reasonable to conclude—based on both historical 
precedent and the unique considerations of cyberspace—that these measures could be justified and 
beneficial in certain circumstances, such as in the defense of critical infrastructure by professional 
cybersecurity providers. 
 
It is therefore worth exploring how to define such circumstances through the full range of 
mechanisms available. Barriers to entry in the form of contractual-based authorization, licensing, or 
certification can limit engagement to qualified defenders. Carefully stipulated technical limitations 
can ensure the proportionality and reversibility of effects. Such safeguards could potentially be 
incorporated into certification or training requirements for operators or capabilities. Following the 
logic of citizen’s arrest, specific circumstances such as an imminent threat to human safety could 
serve to authorize measures that would otherwise be off the table. Liability for the negative impacts 
of excessive behavior would induce further caution. 
 
The cyber insurance industry could drive industry standards and take on a far more substantial role 
as a transnational proxy regulator, similar to the role it has played historically in other domains, 
including maritime risk.123 The combination of liability and requirements for insurance coverage can 
empower insurers to enforce standards of responsible conduct, including the necessary precautions 
and steps for risk minimization prior to any engagement in defensive activity. Insurance can create 
de facto barriers to entry that would limit the space of engagement to qualified actors. 
 
CSR initiatives can further contribute to the establishment and enforcement of industry standards. 
Together with insurers, industry norms and standards can condition engagement in more assertive 
forms of self-help upon taking all measures short of them to minimize risk exposure, including basic 
cyber hygiene and passive defenses. This would incentivize private actors to minimize cumulative 
risk exposure—not simply channel risks outward—and immediately narrow the range of cyber 
attacks that would justify a more assertive response.124 Governments can empower the insurance 
industry to undertake this role. There have already been calls for governments to backstop insurers 
by underwriting catastrophic cyber risk in the same manner as is done with terrorism risk.125  
 
These complementary mechanisms for incentivizing responsible conduct can begin to carve out 
space in which even some of the more controversial measures might become feasible. Of course, the 
underlying question of which measures fit into this category of potentially viable self-help activities 
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needs further study. But precedents from the physical world suggest it is worth considering measures 
like white-hat ransomware or poisoning the RAT. A blanket approach to such practices would be 
inordinately risky. But in the context of a holistic approach beginning with clear upper limits on 
behavior, an elevated baseline level of cybersecurity, and available low-risk, effective practices that 
can alleviate the demand for defense, it becomes realistic to consider a limited space for these 
practices in the toolkit of qualified defenders. 
 
 
Next Steps 
 
There is no clear end in sight to the current volatility of the cyber domain. A deteriorating 
cybersecurity landscape leaves the status quo increasingly untenable, yet any effort to improve upon 
it presents a range of dilemmas. These dilemmas reflect the underlying, fundamental struggle to 
reach a stable and sustainable balance between the roles and responsibilities of governments and 
private actors in the management of cyber risk. However, this struggle is not unique to cyberspace. It 
is recurrent throughout past experiences with evolving technology and new domains of human 
activity. Such experiences offer important insights and point to potential solutions. 
 
Some role for self-help in a broader solution to the cyber risk challenge seems both necessary and 
inevitable, particularly in light of historical experience. Risk is necessary for innovation, and it would 
be undesirable to create an overly risk-averse atmosphere within the private sector. Yet the incentives 
for corporations to expand risk exposure must be contained by expectations and obligations to 
effectively manage risk. A balance must be struck that unlocks the vast potential in the private sector 
to more effectively manage cyber threats while ensuring the government’s proper role in addressing 
the most severe threats, such as attacks on critical infrastructure.  
 
This study has sought to outline the contours of a framework by which such a balance could be 
struck. It has generated individual and collective insights with immediate relevance to policy while 
identifying several clear directions for future efforts. 
 
First, take stock of the full range of existing and potential mechanisms for incentivizing private 
actors in cyberspace. This study has described some of these: insurance, certification or licensing, 
regulation, and CSR. Follow up work should map out this incentive structure more thoroughly and 
consider options specific to different private sector entities (like ISPs and cloud service providers). 
 
Second, further develop the salient distinctions that can differentiate activities across the spectrum of 
defensive measures. The focus of present debates has been primarily on the location of effects (that 
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is, whether or not the defender is going outside of their network). But there are a range of 
distinctions relevant to defining reasonable conduct: the impacts of measures, qualifications of the 
actor employing them, the circumstances justifying or authorizing a measure, and more. Of course, 
any definition of reasonable conduct must be informed by research and analysis of the efficacy of 
defensive measures to increase costs and reduce the payoff for malicious actors without creating 
offsetting risks of collateral damage.  
 
Third, explore international and multistakeholder processes through which to begin fostering a 
consensus around what legitimate self-help in cyberspace looks like and developing mechanisms to 
discourage illegitimate behavior. Numerous international and private-sector-led initiatives already 
exist or are emerging that could provide platforms for discussion within industry on appropriate 
conduct. Even attempting to address these issues will not be without contention, but in the long run 
may prove far more desirable than leaving them to the combination of evolving threats and the 
demand for security services to define de facto norms in this space.  
 
Progress toward defining the roles and responsibilities of private actors in the absence of robust data 
or experience poses a challenge. Policymakers face a kind of chicken-and-egg problem: It is 
hazardous to try to create boundaries for activities for which there is little collective experience with 
their practice. Yet it is impossible to cultivate experience and figure out what works without creating 
some space for legitimate practices. Nevertheless, with a cautious approach to opening up space for 
their employment, the risks involved appear to be manageable—especially in comparison to 
historical cases where self-help carried lethal consequences. Governments can begin to experiment 
with modes of self-help governance while being able to contain the scope, scale, and duration of 
activities and rein in behavior that becomes detrimental. Fostering an environment for responsible 
self-help may be necessary to head off far worse potential outcomes: an untenable security landscape 
for the private sector or a descent into vigilantism and lawlessness. 
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