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In extensive conversations with senior civilian and military cyber policymakers 

in the United States, the United Kingdom, France, Canada, Israel, Russia, and 

China, the editors of this volume heard repeatedly that these individuals and 

their counterparts in government frequently invoke historical analogies—aptly 

and inaptly—as they struggle to manage new technologies. The cyber domain is 

new to most senior offi cials. Cyber capabilities have unique properties. Experi-

ence with them in confl ict thus far has been limited. Consequently, it is diffi cult 

to make confi dent judgments about their effects and escalatory potential. More-

over, the range of adversaries and behaviors that policymakers and experts must 

strive to dissuade, deter, or defeat in and through cyberspace is unprecedented: 

massive- scale thievery, political subversion, terrorism, covert operations, and 

open warfare. In such circumstances the human mind naturally pulls up analo-

gies from the past to guide thinking and acting amid the new.

One of our interlocutors, in early 2014, recommended that we read Cyber Anal-
ogies, a collection of essays edited by Emily O. Goldman of US Cyber Command 

and John Arquilla of the US Naval Postgraduate School.1 We took this advice and 

found that, indeed, those essays sharpened our thinking about differences and 

similarities between cyber and previous military technologies and episodes. 

Goldman and Arquilla encouraged us to extend the exploration of analogies, 

with an eye toward adding examples and perspectives that would be pertinent to 

readers beyond the United States. The result is the present volume, which 

includes four revised essays from their collection, plus ten chapters that we 

commissioned to explore additional analogies.

Human beings think, learn, and communicate through analogies. We use anal-

ogies—naturally, often without trying—to familiarize that which is new. As Rich-

ard E. Neustadt and Ernest R. May recorded in their classic study, Thinking in 
Time, policymakers and pundits regularly invoke analogies as they struggle to 

make sense of and affect new situations, often without adequate refl ection.2 This 

practice occurs now regarding the cyber world, which is evolving with an ever- 

quickening pace. For people who were born in this era, the benefi ts and risks 

that fl ow from the enhancement and distribution of information and communi-

cations technologies are more familiar than the earlier technologies, episodes, 

GEORGE PERKOVICH AND ARIEL E. LEVITE

Introduction
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2 Perkovich and Levite

and policy challenges to which elders analogize. Young readers may know how 

hacktivists operate and how cyber attacks brought Estonia to a standstill in 2007, 

but they may be less familiar with the eighteenth-  and nineteenth- century pri-

vateering at sea that resembles the challenges posed by proxy actors in cyber-

space. Cybersecurity professionals may be convinced that the speed of offensive 

attacks will require automated defensive responses, but they may be unaware of 

how governments wrestled internally over the pre- delegation of authority to 

launch nuclear weapons under attack. Curricula today in courses on history, 

political science, international relations theory, and security studies still derive 

from pre–cyber era experiences; relatively few explore whether and how the 

cyber era may be similar or different. So, too, the strategies, policies, and institu-

tions that governments use to manage dual- use technologies today generally 

predate the World Wide Web. Therefore, analogies across eras can be instructive 

for the young as well as for the not- so- young.

Variations in culture, ideology, and circumstances affect how audiences per-

ceive and understand analogies. The authors of this volume are American, Brit-

ish, Israeli, and Swiss. The analogies to which they compare cyber technology 

and the challenges arising from it tend to be especially meaningful in their coun-

tries and, probably, in the West more broadly. We have tried throughout to keep 

the aperture wide enough to invite readers with different backgrounds to con-

sider whether observations and analyses offered here do or do not apply more 

broadly. Moreover, readers from other locales and perspectives may gain insight 

from considering how these well- informed Western authors think about the 

given topic even if it differs from their perspective. In any case, the Cyber Policy 

Initiative of the Carnegie Endowment for International Peace hopes subsequently 

to build on the present volume and invite authors from other countries and per-

spectives to write about analogies that may be especially important to them.

Learning from analogies requires great care. Analogies can mislead as well as 

inform. Indeed, their educational value stems in no small part from identifying 

where, when, and how an analogy does not work well. Differences between tech-

nologies, effects, and historical, political, and strategic circumstances are as 

important to understand as similarities are. For example, today one must take 

particular care in analyzing which attributes of the nuclear era carry forward 

into the cyber era and which do not, and what the implications of confusion on 

this score could be.

Stanley Spangler, a professor of national security affairs at the US Naval War 

College, noted in 1991 that “virtually every postwar American president has 

been infl uenced by parallels drawn from the 1930s when Great Britain and France 

failed to react soon enough and strongly enough to halt [Adolf] Hitler.”3 Presi-

dent Lyndon Johnson, for example, declared, “Surrender in Vietnam [would not] 

bring peace, because we learned from Hitler at Munich that success only feeds 

the appetite of aggression.”4 Ironically, in ensuing decades the Vietnam War 

itself became a frequently used analogy in American debates over military inter-

vention in other distant lands. In the 2015 debate over the Joint Comprehensive 

Plan of Action, which was negotiated to resolve the crisis over Iran’s nuclear 
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Introduction 3

program, critics made countless references to the Munich Pact of 1938 and Nev-

ille Chamberlain, while proponents invoked the need to avoid repeating the 2003 

war in Iraq. The Iran debate of 2015, like the Vietnam debate, demonstrated the 

risk that analogies can be a fl awed substitute for actual knowledge of the past 

and the present and for critical thinking about both. Nevertheless, people ineluc-

tably employ analogies to conceptualize and manage new circumstances. Thus, 

it is necessary and salutary to examine analogies carefully and to search for what 

is apt and inapt in them.

We have organized the essays (and analogies) in this volume into three groups. 

The fi rst section, “What Are Cyber Weapons Like?,” examines the characteristics 

of cyber capabilities and how their use for intelligence gathering, signaling, and 

precision strikes compares with pertinent earlier technologies for such missions. 

The second section, “What Might Cyber Wars Be Like?,” explores how insights 

from episodes of political warfare, preventive force, and all- out war since the 

early nineteenth century could apply or not apply to cyber confl ict in the twenty- 

fi rst century. The fi nal section, “What Are Preventing and Managing Cyber Con-

fl ict Like?,” suggests what insights that states seeking to civilize cyberspace 

might draw from earlier experiences in managing threatening actors and tech-

nologies. We introduce the essays here accordingly.

What Are Cyber Weapons Like?

The cyber domain—and its associated hardware, software, and human resources 

issues—is constantly growing and evolving. Information and communications 

technologies can serve manifold peaceful and coercive purposes in addition to 

providing legal and illegal means of generating wealth. In the context of inter-

state confl ict alone, hundreds of analogies could be drawn and analyzed between 

cyber weapons and their predecessors. Capabilities and plans exist and are being 

developed further to use cyber assets in large- scale, combined- arms military 

campaigns. Cyber operations could be conducted to cause massive disruption 

and, indirectly, signifi cant human casualties. A literature is already emerging on 

these larger- scale capabilities and scenarios.5 Essays in the second and third sec-

tions of this volume explore whether and how technologies and practices central 

to World Wars I and II and the management of nuclear deterrence offer insights 

to the conduct and prevention of cyber warfare.

Here, in this fi rst section, we focus on analogues to less destructive capabilities. 

In an era when all- out warfare among major powers may be deterred by nuclear 

weapons, among other factors, and global dependence on networked information 

and telecommunications technologies creates unprecedented vulnerabilities, the 

instruments of stealth, speed, and precision that can be controlled from great 

distances will be particularly salient as states compete to infl uence each other in 

the coming years. These applications pertain to intelligence gathering, covert 

operations, “political warfare,” and relatively low- intensity, precise offensive 

actions. Such activities are especially germane to operations in the gray zone 

between declared war and peace, when large numbers of boots on the ground 
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4 Perkovich and Levite

are not envisioned but exercising covert infl uence and coercive power is deemed 

expedient or necessary.

“What we call cyber is intelligence in an important sense,” Michael Warner 

writes in the fi rst chapter. “Intelligence activities and cyberspace operations can 

look quite similar.” Warner, the US Cyber Command’s historian, describes how 

cyber capabilities have been applied rather straightforwardly to serve the func-

tions of spying and counter- spying that human agents have performed for mil-

lennia. “The main difference,” he notes, “is the scale that can be exploited” by 

cyber techniques. Similarly, the use of cyber capabilities to conduct covert oper-

ations and to inform the planning and conduct of military operations builds on 

methods developed through the advent of the telegraph and radio in the nine-

teenth and twentieth centuries. The similarities here extend to the importance 

of cryptography and counter- cryptography to facilitate offensive and defensive 

missions. A key difference in the cyber era is that previously “the devices that 

secured and transmitted information did not also store it.” Today, however, past, 

current, and future data are vulnerable to spies and eavesdroppers in unprece-

dented ways. This raises several questions that Warner examines: Will cyber 

espionage be more likely to cause confl ict than traditional spying has done? 

What can responsible states do to gain the benefi ts of more fulsome intelligence 

collection while minimizing the risks to international stability and their own 

reputations, as well as to the brand value of companies whose products they 

exploit?

“No one has ever been killed by a cyber capability,” write Lt. Gen. Robert 

Schmidle, Michael Sulmeyer, and Ben Buchanan in their chapter, “Nonlethal 

Weapons and Cyber Capabilities.” Schmidle, the deputy commander of US Cyber 

Command from 2010 to 2012, and Sulmeyer, formerly the director for plans and 

operations for cyber policy at the Offi ce of the Secretary of Defense, have been 

deeply involved in US military cyber policymaking. Buchanan is a postdoctoral 

fellow at the Cyber Security Project in Harvard University’s Belfer Center for 

Science and International Affairs. Their chapter analogizes cyber capabilities to 

nonlethal weapons that the United States and other states have developed for 

decades. The Department of Defense defi nes nonlethal weapons—such as pepper 

spray, spike strips to puncture tires of vehicles, rubber bullets, fl ash bangs, 

electronic jamming devices, and lasers—as “weapons, devices, and munitions 

that are explicitly designed and primarily employed to incapacitate targeted 

personnel or materiel immediately, while minimizing fatalities, permanent 

injury to personnel, and undesired damage to property in the target area of 

environment.”6 In a fi rst- of- its- kind analysis, the authors compare and con-

trast potential utilities of nonlethal weapons and cyber capabilities in four 

ways: their ability to incapacitate, the reduced collateral damage they infl ict, 

the reversibility of their effects, and their ability to deter. Schmidle, Sulmeyer, 

and Buchanan also address an interesting paradox: Why have US defense offi -
cials been particularly reluctant to approve the use of nonlethal capabilities, 

and can this reluctance be expected to continue, in the United States and in 

other states?
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Introduction 5

Moving up the ladder of coercive power, James M. Acton, a physicist and the 

codirector of the Nuclear Policy Program at the Carnegie Endowment for Inter-

national Peace, explores the analogy between precision- guided munitions 

(PGMs) and cyber weapons. The development of PGMs—“guided gravity bombs 

and cruise missiles, in particular—has had profound implications for warfare,” 

Acton begins. “Such weapons tend to cause much less collateral damage than 

their unguided predecessors do, and because they can remain effective when 

used from a distance, they can also reduce casualties sustained by the attacker. 

Thus, PGMs have altered national- level decision- making by lowering the politi-

cal threshold for the use of force and by slowing the likely loss of public support 

during a sustained military campaign.”

Cyber weapons may extend the militarily, politically, and morally attractive 

logic and functionality of PGMs. Cyber weapons offer the potential of “exquisite 

precision” in terms of targets and effects, although this potential may be very 

diffi cult for many actors to achieve in practice. They involve “minimal risk to 

the lives of the service personnel who ‘deliver’ them” and are “likely to cause 

fewer civilian casualties than even the most carefully designed and executed 

kinetic attack.” As a result of these attributes, cyber weapons “could further 

lower the threshold for the use of force.” At the same time, the effective use of 

cyber weapons requires sophisticated intelligence, surveillance and reconnais-

sance, and time- sensitive battle damage assessment. As with PGMs, it also 

remains questionable whether cyber weapons can accomplish larger, strategic 

political- military objectives. From all this the fundamental question arises of 

whether cyber weapons will augment deterrence of military confl ict or make 

confl ict more likely.

Drones, or unmanned aircraft used to surveil and precisely strike targets on 

the ground, have been celebrated and reviled since their use by the United States 

became an open secret in the mid- 2000s. Armed drones are a form of PGM. What 

has made them more controversial, and perhaps more analogous to cyber weap-

ons, are both the secrecy that for a long time shrouded the decision- making 

surrounding their use and the perception that their operators’ immunity from 

physical harm lowers inhibitions on their use. David E. Sanger, the New York 
Times’ chief Washington correspondent and author of Confront and Conceal: 
Obama’s Secret Wars and Surprising Use of American Power, explores this analogy.

Sanger begins by recounting how outgoing- president George W. Bush told 

President- elect Barack Obama “there were two programs he would be foolish to 

abandon”—the drone program and a super- secret program called Operation 

Olympic Games, which was designing an offensive cyber operation to disable cen-

trifuges in Iran’s nuclear enrichment facility at Natanz. In the years that followed, 

Obama famously (or infamously to some) intensifi ed the use of attack drones and 

authorized what became known as the Stuxnet attack on Iran. As Donald Trump 

stamps his imprint on US policy, he will need to grapple with the moral, legal, and 

strategic issues that these two types of weapons raise. What targets in what loca-

tions and under what circumstances are legitimate not only for the United States 

but for others too? What degree of confi dence can realistically be attained that 
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6 Perkovich and Levite

effects of cyber attacks (and drone strikes) will be limited to legitimate targets 

and will not cause unintended harm, or “collateral damage”? Many observers 

argue that drone strikes have incited escalatory revenge. Can cyber capabilities 

enhance deterrence of terrorism and other forms of aggression without this 

counterproductive effect? Sanger unpacks these issues by comparing and con-

trasting the nature and effects of drone and cyber attacks, and by drawing on 

the experience with drones, he considers how secrecy regarding cyber tech-

niques and operations may affect prospects of governing them nationally and 

internationally.

What Might Cyber Confl icts Be Like?

The present confl icts in Ukraine, the Islamic State of Iraq and Syria operating in 

both states, and the cyber- abetted interference in the 2016 US presidential cam-

paign may characterize prevalent challenges to peace and security in the twenty- 

fi rst century, at least in cyberspace. At the same time, of course, the recent 

escalation in tensions between Russia and the West, and between China and its 

US- backed neighbors in East Asia, underscores the enduring importance of his-

torical major power confl icts in continuing to shape perceptions and political 

discourse in the East and the West. Thus, the chapters in this section explore 

analogies from a wide span of history to draw implications for a range of con-

frontations and confl ict contingencies that cyber- capable states may face and in 

which cyber operations may play a role.

In his chapter, Stephen Blank, of the American Foreign Policy Council, describes 

how Russia’s contemporary use of offensive cyber operations against Estonia 

(2007), Georgia (2008), and Ukraine (2014–15) is not merely analogous but also a 

direct continuance of the strategy and practice of Soviet subversion of neighbor-

ing states. He writes, “Tactics and strategies developed and employed during the 

Soviet period have served as a foundation for establishing new strategies that 

incorporate some of the century- old Leninist repertoire and new trends like IW 

[information warfare], as defi ned by Moscow, for the conduct of continuous 

political warfare against hostile targets.”

In describing the conduct of IW and cyber attacks in Estonia, Georgia, and 

Ukraine, Blank reports that Russia’s aim was to “instill a feeling of constant polit-

ical and economic insecurity among the target state’s population” while testing 

whether and how European security institutions and the United States would 

respond. In Georgia and Ukraine, attackers believed to be linked to the Russian 

state penetrated and placed malware in electricity supply systems. When the 

Georgian confl ict ended early, without Western intervention, no decision to 

execute destructive cyber attacks was made. In Ukraine, nationalists sabotaged 

electricity supply lines to (Russia- annexed) Crimea in November 2015 and cut off 

power there. Russian retaliation, prepared well in advance, was executed four 

weeks later in the form of a sophisticated, measured cyber attack that shut down 

three regional electric power distribution companies. Thus, as Blank details, 

cyber capabilities provide Russian actors with a spectrum of relatively inexpen-
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Introduction 7

sive and risk- mitigating coercive instruments to impose Russian interests on 

adversaries below the threshold of violence that would prompt military escala-

tion, especially by Western powers. “Russia has already engaged its adversaries 

in information warfare,” Blank concludes, “thus, its adversaries must understand 

and learn from it for their own security.”

Moving up the ladder of force, many assessments posit that offensive cyber 

operations would optimally be undertaken secretly, before armed warfare has 

commenced, to impair an opponent’s capacity to fi ght or to create facts on the 

ground that could motivate an opponent to stand down. In “An Ounce of (Vir-

tual) Prevention?,” John Arquilla, the chair of defense analysis at the US Naval 

Postgraduate School, considers how the use of preventive force in the Napole-

onic Wars and leading up to World War I may hold insights for the cyber era. 

Arquilla describes how the British navy in 1801 and 1807 conducted attacks on 

the Danish fl eet, the coastal artillery emplacements, and the city of Copenhagen 

to prevent Denmark from colluding with Napoleon in closing the Baltic Sea to 

British trade. While the British attacks accomplished their tactical and strategic 

objectives, the exercise of preventive force also motivated Germany in the late 

nineteenth and early twentieth centuries to build up its navy to deny Britain the 

option of preventive force. Fast forwarding a hundred years, Arquilla analogizes 

that the Stuxnet cyber attack conducted by the United States and Israel against 

Iran’s centrifuge program not only successfully slowed Iran’s acquisition of 

enriched uranium but also may have spurred Iran and future potential nuclear 

proliferators to take defensive measures that will make counter- proliferation 

more diffi cult in the future. Ultimately, Arquilla concludes, twenty- fi rst- century 

states are likely to see cyber techniques and operations as useful for preventive 

force—including against terrorist groups—and will therefore compete offen-

sively and defensively in this type of confl ict.

Francis J. Gavin, an international historian and director of the Henry A. 

Kissinger Center for Global Affairs at the School of Advanced International Stud-

ies at Johns Hopkins University, addresses the issue of war instigation from a 

different angle, assessing whether and how the technology of railroads drove 

Germany, France, the United Kingdom, and Russia into World War I. Early histo-

riography on the war posited that the European great powers’ reliance on rail-

ways to transport military forces to their borders placed a premium on deploying 

their forces before their adversaries did. Ambiguities about the purpose of mobi-

lization—either offensive or defensive—exacerbated crisis dynamics. Moreover, 

the logistics of railway mobilization made it diffi cult to pause or reverse once it 

started. Consequently, according to early historiography, once mobilization 

began, it acquired too much momentum to be stopped in the amount of time that 

the complicated diplomacy to prevent war would have required.

Modern historians have corrected the overly simplistic determinism of the 

railway narrative, yet, as Gavin notes, this work has not prevented the notion of 

technological determinism from infl uencing conceptions of cyber warfare. Nor 

should it necessarily. Indeed, the military implications of major, globally infused 

dual- use technologies can and should be analyzed independently. Comparing 
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8 Perkovich and Levite

their similarities and differences with prior technologies can be helpful in this 

regard.

In Gavin’s view, rail and especially cyber technologies are more facilitating 

technologies than they are instruments for killing adversaries, destroying their 

military assets, and occupying their territory. Both rail and cyber technology 

quickly spread around much of the world because they were vital to national and 

international economies, even as they also serve military purposes. The eco-

nomic indispensability of these technologies complicates efforts to control their 

military or other coercive uses. Both technologies condense the effects of space 

and time, making the world smaller and faster, which, in turn, dramatically 

increase the pressures on decision- making during a crisis.

Yet, as Gavin analyzes, differences between cyber technology and railways 

may be most instructive. In any case, looking from 1914 to the future of potential 

cyber confl ict, a portentous question is whether states in tense regions possess 

the “institutional capacities . . . to deal with massively increased amounts of 

information coming from a variety of different sources and in an environment 

where cyber attacks might be oriented toward degrading and blinding” decision- 

making capabilities.

World War I offers another analogy to potential cyber warfare in the twenty- 

fi rst century, as the British historian Nicholas A. Lambert considers in “Brits- 

Krieg: The Strategy of Economic Warfare.” Lambert, the Class of 1957 Chair in 

Naval Heritage (2016–17) at the US Naval Academy, fascinatingly describes how 

the advent of the telegraph and undersea cables enabled an unprecedented, 

global movement of goods, money, knowledge, and information that trans-

formed international commerce. In earlier eras, traders purchased and stock-

piled large amounts of goods. In the newly globalized system, traders relied on 

processes such as just- in- time delivery, credit- based purchase, and transfer of 

goods, all underpinned by new information technology. Britain was the hub of 

much of this global trade and fi nance. Realizing this, a few strategists in the 

Admiralty began in 1901 to consider how, in a time of war, Britain could leverage 

its dominant naval and commercial position to halt global trade and thereby 

cause a quick and devastating economic shock to an adversary’s economy and 

society, in this case Germany’s. Unlike the interdiction of ships and the preven-

tive and attrition bombing of military- economic assets, “the British aim” would 

be “far higher: . . . delivering an incapacitating ‘knock- down’ blow that would 

obviate the need for less intense but more prolonged types of war.”

In the cyber era, an analogous act would be to use “cyber means as a weapon 

of mass destruction or disruption, targeting an enemy’s economic confi dence as 

well as its infrastructure, with the aim of causing enemy civilians to put political 

pressure on their government.” For example, a sophisticated actor could corrupt 

the integrity of data and the processing algorithms in one or more major fi nan-

cial institutions in ways that would profoundly undermine the confi dence on 

which modern international commerce depends. Yet, as Lambert recounts, the 

United Kingdom’s application of economic warfare at the onset of war in 1914 

was so effective that it ultimately backfi red and had to be abandoned. Trade 
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Introduction 9

plummeted, and with it went the well- being of British traders, fi nanciers, and 

labor. “As the scale of the economic devastation [in the United Kingdom] became 

increasingly apparent, domestic interest groups became ever more vocal in 

clamoring for relief and lobbying for special exceptions, and neutrals [countries] 

howled in outrage at collateral damage to their interests.” Soon, “political com-

mitment to the strategy began to crumble; more and more exceptions to the 

published rules were granted, thereby further undermining the effectives of 

economic warfare.” In October 1914, the government aborted the strategy. Read-

ers can easily imagine how in the globalized, digitally intertwined world of today, 

a strategy to cause massive economic disruption through cyber attack could 

pose similar challenges. Not only would the intended object of the attack suffer 

enormously but so too would the attacking state if its labor force, employers, and 

treasury were dependent on global trade and fi nance. Lambert’s conclusion 

details some of these possible challenges and ways of anticipating them.

Pearl Harbor presents the most frequently deployed analogy to cyber warfare, 

at least in US discourse. In October 2012 Secretary of Defense Leon Panetta 

warned of a possible “cyber Pearl Harbor,” saying a malicious actor could launch 

devastating cyber attacks to “paralyze and shock the nation and create a new, 

profound sense of vulnerability.”7 Since then, cyber Pearl Harbor has become a 

recurring motif for offi cials, journalists, and experts warning of the dangers of a 

massive surprise cyber attack, especially in the United States. The image invoked 

is of a bolt- from- the- blue attack that catches defenders by surprise. Yet Emily O. 

Goldman, the director of the US Cyber Command–National Security Agency 

Combined Action Group, and Michael Warner clarify in chapter 9 that Pearl 

Harbor was not a surprise. “The United States was exercising coercive power to 

contest Japan’s occupation of China and other Asian states, and Washington 

expected war. Pearl Harbor was a logical, if misguided, result of Imperial Japan’s 

long- term strategy to expand its Pacifi c empire and blunt the United States’ 

effort to stop it.” Faulty American analysis and communication of intelligence 

data, and mistaken assumptions that the adversary (Japan) would calculate the 

risks of attacking as American personnel did, produced the sense of surprise. 

This observation makes what happened at Pearl Harbor even more salient for 

the United States and perhaps others today. Insofar as weaker actors embroiled 

in confrontations with powerful states may calculate, correctly or incorrectly, 

that a surprise cyber attack could temporarily weaken their adversary’s political 

resolve and military capability, they may see such an attack as the least bad 

alternative. By creating a fait accompli, with relatively few casualties on both 

sides, they could shift the burden of escalation to the stronger party to choose 

war rather than compromise. Goldman and Warner conclude that the United 

States and other states whose militaries, economies, and societies are extremely 

reliant on cyber capabilities should both increase their vigilance and create 

resilience in their military cyber networks. Unlike the case of Pearl Harbor, the 

vectors of attack could be located not only in military networks but also through 

privately owned and managed networks. This possibility greatly complicates the 

challenge of detecting, defending against, and responding to attack.
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10 Perkovich and Levite

What Are Preventing and Managing Cyber Confl ict Like?

Capabilities to conduct cyber information warfare, criminal activities (including 

terrorism), covert operations, and preventive military force are spreading faster 

than the international community’s capacity to establish agreed rules for man-

aging them. This is normal; all major disruptive technologies have emerged and 

created challenges that states have then struggled for years and decades to reg-

ulate. These management struggles have been waged fi rst on a national basis and 

then later, if at all, internationally. Cyber capabilities may emerge and evolve 

faster, and spread more extensively and quickly, than have antecedents such as 

nuclear power plants and weapons, air transportation, radio, and so on. More-

over, cyber capabilities are less geographically bounded than preceding technol-

ogies are. Nevertheless, the inherent interests of states and societies dictate that 

norms and rules for managing these new capabilities must be proposed, negoti-

ated, and ultimately agreed on, even if their enforcement will be imperfect. 

Otherwise, the dangers and costs of threatening activities will be too severe for 

most states and societies to bear.

States have already begun to address the complexities of regulating the under-

lying technologies of cyberspace, including the Internet’s infrastructure. The 

struggle to establish rules for cyber capabilities and activities is intertwined with 

a broader, ongoing struggle over the governance of the Internet and the nature 

of sovereignty in cyberspace. This plays out in various formal bodies, such as the 

International Telecommunications Union, nongovernmental organizations 

including the Internet Corporation for Assigned Names and Numbers, and multi- 

stakeholder groups including the Internet Governance Forum. More tentatively, 

informal and formal efforts at various levels have begun to develop norms for 

the use of cyber weapons and the conduct of cyber confl ict. Most notably they 

come from such groups as the G20 (or Group of Twenty), the United Nations 

Group of Governmental Experts on Developments in the Field of Information and 

Telecommunications in the Context of International Security, and the partici-

pants in the Tallinn Manual on the International Law Applicable to Cyber Warfare 

project. Clear, internationally agreed-on rules remain elusive, but unilateral and 

multilateral initiatives can begin to reduce the risks of unrestrained cyber con-

fl ict. These efforts can be enlightened by past experiences in managing threats 

to national and international security.

In the fi rst essay in this section, Steven E. Miller, the director of the Interna-

tional Security Program at Harvard University’s Belfer Center for Science and 

International Affairs, compares essential features of the nuclear era with those 

emerging in the cyber era. Miller notes that the nuclear age emerged publicly in 

1945 with ferocious suddenness as nuclear weapons were detonated over Hiro-

shima and Nagasaki. The technology was born through secrecy, was militarized, 

and was tightly controlled—fi rst by one government, the United States, and then 

by another, the Soviet Union. Civilian applications of the technology came later 

and never lived up to the advertisements of its progenitors. In contrast, cyber 

technology, notwithstanding its origination in the US defense establishment, 
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Introduction 11

quickly and widely took root and spread through commercial channels. Count-

less, often unpredicted, civilian applications of the technology have fueled eco-

nomic growth and affected the lives of billions of people who have become 

dependent on them. Thus, the nature, purposes, and stakeholders associated 

with cyber technology are profoundly different than those associated with 

nuclear weapons and with civilian applications of nuclear technology. In this 

context, Miller considers whether and how the four central “pillars” of the 

nuclear order—“deterrence, damage limitation, arms control, and nonprolifera-

tion”—may be useful or not in managing cyber threats.

Miller’s essay provides a segue to the next three essays in this section, which 

explore key facets of the defensive challenge. John Arquilla, in “From Pearl Har-

bor to the ‘Harbor Lights,’ ” leads off the discussion of analogues to defending 

against cyber attack and confl ict. Arquilla illuminates some of the sometimes 

surprising diffi culties in reducing the vulnerabilities of civilian and defense net-

works. He recounts how the United States for three months after Pearl Harbor 

failed to “turn off” the lights in the country’s coastal cities and harbors at night. 

As a result, German U- boats easily identifi ed the eastern coastline, lurked off 

open anchorages and undefended harbors, and infl icted enormous casualties 

and destruction. Once the order to darken the coasts was implemented, along 

with other defensive measures, the German navy signifi cantly reduced its oper-

ations in US waters. Arquilla likens the US failure to dim the harbor lights to the 

ongoing, inadequate government and private sector policies and actions to make 

their computers, networks, and data less accessible to attackers, and he suggests 

ways to redress these liabilities.

One of the growing policy conundrums in cyberspace is whether and how 

states and legitimate non- state entities should be permitted to actively defend 

themselves against intrusion and attack. Passive defenses such as encryption, 

fi rewalls, authentication mechanisms, and the like do not carry risks of interna-

tional crisis. But some “active” cyber defenses that in some cases could harm 

another country raise serious risks and challenges. Intervention in an adver-

sary’s networks or computers that causes serious economic harm to an innocent 

entity in another country or that (unintentionally) impedes another state’s 

national intelligence collection and defenses, could make the active defender 

liable to economic and criminal penalties or worse. Dorothy E. Denning and 

Bradley J. Strawser, professors at the US Naval Postgraduate School, explore the 

ethical and legal issues arising from active defense by analogizing air defense to 

active cyber defense. They focus mainly on state- conducted defensive actions 

while recognizing that such cyber actions by businesses and other legitimate 

non- state actors, although entirely plausible, pose additional complications.

To set up the analogy, Denning and Strawser describe a range of active 

defenses deployed against air and missile threats. Among them are aircraft, 

which the United States and the United Kingdom have deployed since Septem-

ber 11, 2001, to defend against hijacked aircraft; missile defense weapons, such 

as the Patriot surface- to- air system used in the Gulf War in 1991; other rocket 

and missile defense weapons, such as Israel’s Iron Dome; and electronic warfare. 
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12 Perkovich and Levite

The authors then summarize some possible forms of active cyber defense and 

ask several questions about each to assess their ethical implications.

The development of missile- carried nuclear weapons in the 1950s confronted 

American (and Soviet and UK) authorities with an existential problem—that is, 

how to preserve political control over these forces when evolving technology 

and threats narrowed the time to respond to a nuclear attack. President Dwight 

D. Eisenhower’s response in 1959 was to grant military commanders the author-

ity to use nuclear weapons under carefully prescribed conditions. Peter Feaver, 

a professor of political science and public policy at Duke University, and Kenneth 

Geers, an ambassador with the North Atlantic Treaty Organization’s Cooperative 

Cyber Defence Centre of excellence and a senior fellow at the Atlantic Council, 

refl ect on how this challenge and the US response to it may be analogous to 

challenges posed by potential cyber warfare.

Three features of nuclear war motivated the adoption of nuclear pre- 

delegation: “the speed with which a nuclear attack could occur, the surprise that 

could be achieved, and the specialized nature of the technology (that meant only 

certain cadres could receive suffi cient training to be battle competent).” While 

cyber war does not pose the civilization- ending threat that global thermonu-

clear war does, it may impose similar challenges on the management of cyber 

weapons (offensive and defensive). Feaver and Geers expertly unpack these chal-

lenges and the possible solutions to them.

The fi nal chapter in this section explores a different and necessary way of 

reducing cyber threats—curtailing the operations of hostile private actors that 

operate as proxies of states or with state toleration. The analogy here is to naval 

privateering between the thirteenth and nineteenth centuries. Written by Flo-

rian Egloff of the Cyber Studies Programme at the University of Oxford, “Cyber-

security and the Age of Privateering” chronicles how governments commissioned 

privately owned vessels in wartime to operate against their adversaries’ trade 

and in peacetime to attack merchants’ ships in reprisal for harms attributed to a 

nation and to capture goods of equal value.

Analogies to the cyber domain abound here. Several states recently have used 

or allowed hackers and criminal organizations to conduct cybercrime and cyber- 

enabled espionage against adversarial states and economic interests. This prac-

tice is analogous to privateering and piracy. Meanwhile, if a state lacks the 

capacity to defend the cyber domain and obtain redress for harmful cyber activ-

ities, then the users are largely left to protect themselves. Naturally, private 

companies, like the earlier naval merchants, are now debating with governments 

the advisability of issuing letters of marque that would allow companies to coun-

terattack against cyberespionage and theft. Of course, as Egloff discusses, the 

myriad state and non- state actors and interests at play in the cyber domain, and 

the pace of technological change, mean that ordering this space will be excep-

tionally diffi cult and will take considerable time. He offers a thought- provoking 

framework for understanding differences and similarities in the naval and cyber 

domains and how this understanding could inform efforts to secure cyberspace.
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Each of these chapters is valuable and instructive in its own right. Together, 

as we describe in the conclusion, they suggest insights into the challenges that 

cyber capabilities and operations pose to individual states and the international 

community. We expect that this work will stimulate readers to think of addi-

tional analogies that could augment their understanding of cyber capabilities 

and operations, as well as policies to manage them in ways that reduce confl ict 

and enhance international well- being. It would be especially welcome if schol-

ars, journalists, and offi cials from non- Western countries were to elucidate anal-

ogies from their own technological and historical experiences to the cyber era, 

for the unprecedented benefi ts of cyber technology are the relative ease and 

affordability of its global dissemination. To realize its benefi ts, and to minimize 

the technology’s destructive potential, the widest possible range of societies and 

states must learn to steward it wisely. The authors here seek to contribute to this 

outcome and encourage others to do the same.

Notes
1. Emily O. Goldman and John Arquilla, eds., Cyber Analogies (Monterey, CA: Naval 

Postgraduate School, 2014), 5.

2. Richard E. Neustadt and Ernest R. May, Thinking in Time: The Uses of History for 
Decision- Makers (New York: Free Press, 1986).

3. Stanley E. Spangler, Force and Accommodation in World Politics (Maxwell Air Force 

Base, AL: Air University Press, 1991), 52.

4. Ibid., 62.

5. See, for example, Joseph Nye, “Nuclear Lessons for Cyber Security?,” Strategic Stud-
ies Quarterly 5, no. 4 (2011); Andrew Krepinevich, Cyber Warfare: A “Nuclear Option”? (Wash-

ington, DC: Center for Strategic and Budgetary Assessments, 2012), http://csbaonline

.org/research/publications/cyber_warfare_a_nuclear_option; and Richard Clarke and 

Robert Knake, Cyber War: The Next Threat to National Security and What to Do about It (New 

York: HarperCollins, 2012).

6. Ashton B. Carter, “DOD Executive Agent for Non- Lethal Weapons (NLW), and NLW 

Policy,” Number 3000.03E (Washington, DC: Department of Defense, April 25, 2013), 12, 

http://www.dtic.mil/whs/directives/corres/pdf/300003p.pdf.

7. Elisabeth Bumiller and Thom Shanker, “Panetta Warns of Dire Threat of Cyberat-

tacks on U.S.,” New York Times, October 11, 2012, http://www.nytimes.com/2012/10/12

/world/panetta- warns- of- dire- threat- of- cyberattack.html.

19029-Perkovich_Understanding.indd   1319029-Perkovich_Understanding.indd   13 8/16/17   8:02 PM8/16/17   8:02 PM

© 2017 Georgetown University Press. All Rights Reserved. This PDF is intended for non-commercial use by individuals. 
For all other types of re-use, please contact Georgetown University Press at gupress@georgetown.edu. 



19029-Perkovich_Understanding.indd   1419029-Perkovich_Understanding.indd   14 8/16/17   8:02 PM8/16/17   8:02 PM

© 2017 Georgetown University Press. All Rights Reserved. This PDF is intended for non-commercial use by individuals. 
For all other types of re-use, please contact Georgetown University Press at gupress@georgetown.edu. 



PART I

What Are Cyber Weapons Like?
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Cyber technologies and techniques in some respects originated in the intelli-

gence profession. Examining cyberspace operations in the light of the history 

and practice of technology helps illuminate both topics.1 Intelligence activities 

and cyberspace operations can look quite similar; what we call cyber is intelli-

gence in an important sense. The resemblances between the two fi elds are not 

coincidental. Understanding them opens new possibilities for exploring the 

applicability of intelligence concepts to a growing understanding of cyberspace.

To appreciate the evolutionary connections between these fi elds, it is neces-

sary to defi ne the multiple functions that intelligence performs. Intelligence 

guides decisions by providing insight to leaders and commanders, of course, but 

its defi nition is broader still. The fi eld has always included espionage and coun-

terespionage, and today it includes technical collection as well. Such clandestine 

activities are but a short step from covert operations, which fall under the ambit 

of intelligence organizations in many states. Finally, intelligence, with its part-

ner activities of surveillance and reconnaissance, has become a key component 

of today’s real- time, networked warfare. This chapter explores these functions 

of intelligence and how cyber capabilities resemble or differ from the capabili-

ties that earlier technologies provided, as well as how cyberspace capabilities 

and operations pose new policy dilemmas. It does so from a US perspective, but 

the phenomena and issues discussed here are probably pertinent to other coun-

tries too.

Spy versus Spy

Intelligence has evolved over the last century, giving rise to two overlapping but 

not congruent defi nitions of the fi eld. US military doctrine views intelligence as 

information that a commander fi nds vital in making a decision, plus the sources, 

methods, and processes used to produce that information. Not all information is 

intelligence, of course. Only information on the adversary and the conditions 

under which the commander’s force might have to fi ght is considered intelli-
gence.2 One should note, however, that this concept of intelligence is relatively 

new. Indeed, it was formally stated in such terms only in the 1920s.3 Spying, 

MICHAEL WARNER

Intelligence in Cyber—
and Cyber in Intelligence1
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however, dates to the dawn of history; ancient texts from around the world men-

tion spies and their exploits on behalf of rulers and commanders. The emergence 

of modern intelligence from classic spy craft resembles a millennia- wide “before” 

and “after” picture of the subject.

The Chinese sage whom we call Sun Tzu composed one of the earliest refl ec-

tions on intelligence sometime around 300 BC. His classic The Art of War was 

hardly the fi rst written refl ection on this topic, although earlier authors (as far 

as we know) did not match Sun Tzu’s insight and brevity in his thirteenth and 

fi nal chapter, “On the Use of Spies.” He described a lonely and deadly craft that 

occasionally became very important. A spy, in Sun Tzu’s telling, might collect 

secrets, spread disinformation or bad counsel in the enemy’s camp, or even 

assassinate enemy offi cials. He thus combined a range of activities far broader 

than merely passing information to his commander. A spy could potentially 

become a fulcrum of history, providing information or taking direct action to 

ensure the downfall of a dynasty and a shifting of the mandate of heaven.

Such considerations have relevance today, even for those who no longer see a 

change in regimes as cosmically important. Spy craft did not evolve much in the 

two millennia between Sun Tzu’s day and the Industrial Revolution, so we can 

take his ideas as fairly representative of the fi eld up until roughly the age of 

Napoleon Bonaparte. Indeed, while campaigning, Napoleon ran his spy network 

from his tent, fi ling agents’ reports in pigeon holes in his camp desk. Even with 

the spread of intelligence collection by remote and then automated means in the 

twentieth century, individual spies retained importance for intelligence con-

sumers and systems. Well- placed insiders could and did nullify expensive suites 

of technical collection assets during the Cold War, and more recently “insider 

threats” (even if not spies per se) precipitated media leaks that have signifi cantly 

complicated international relations.

Spies have been eclipsed by technical collection, of course, but security and 

counterintelligence offi ces continue to focus signifi cant resources on fi nding 

(and deterring) enemy agents. Leaders and their advisers intuit the danger that 

any human penetration poses to technological advantages, military operations, 

and diplomatic ties. The mere possibility of a spy can disrupt an intelligence 

bureau or even an alliance; the genuine article can do grave harm and cause 

effects that reverberate for years. Entire disciplines of the security fi eld (e.g., 

background checks, compartmentation, and so on) grew up around the impera-

tive to minimize and mitigate the damage that spies could infl ict. Counterintel-

ligence, of course, emerged precisely to guard against spies in a more active 

manner. The most effective counterintelligence operations (like Britain’s Double- 

Cross system in World War II) managed to take control of not only enemy spies 

but the perceptions of their spymasters as well. They fooled the latter into 

believing their espionage network was still collecting valuable secrets, which 

naturally turned out to be misleading “chicken feed.”4

Cyberspace operations have obvious parallels to traditional human espionage. 

An implant, for example, can sit in a computer for weeks, months, or years, col-

lecting secrets great and small. The fi nding of such an implant, like catching a 
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spy, evokes mingled satisfaction and fear. Not fi nding one, moreover, might not 

inspire confi dence. It could mean there was no intruder to catch. Alternatively, 

it might mean that one looked in the wrong place.

In strategic terms, catching a spy or fi nding an implant is not exactly a casus 

belli, although running a spy (or placing an implant) is obviously a provocation. 

States have tacitly established protocols for handling espionage fl aps. Typically 

the actual spy stands trial, while his or her foreign case offi cers are declared 

personae non gratae and expelled. Foreign intelligence offi cers (like Russia’s 

Anna Chapman, whom the Federal Bureau of Investigation [FBI] caught in 2010) 

are jailed in a glare of publicity. Soon, however, when the media’s attention has 

wandered elsewhere, the spies are quietly exchanged for individuals in their 

homeland’s prisons. We have not developed such protocols for handing discon-

nected computer implants back to their originators, but one suspects that simi-

lar understandings around cyber espionage will emerge over time.

How much cyber espionage is there? That depends on how broadly we defi ne 

espionage as the acquisition of data in ways unbeknownst to its “owner.” At the 

risk of stating the obvious, entire sectors of the world economy now rest on the 

ability of corporations to aggregate and sell information about the online habits 

of consumers. Few computer users worry about such aggregation. They implic-

itly permit much (though by no means all) by pressing “Accept” after scrolling 

through the fi ne print in lengthy end- user agreements. This chapter must leave 

such matters to abler minds, though certainly a fair amount of illegal or at least 

unethical mischief is directed against the software sold to consumers to facili-

tate the harvesting and sale of their data.5 Going from such mischief to actively 

cyber spying on unsuspecting people is a short step. Today anyone with a net-

work connection can be a victim of espionage mounted from nearly anywhere. 

A cottage industry has grown up around efforts to fi nd and expose such cyber 

espionage schemes. From the instances uncovered so far, anyone possessing 

modest resources and suffi cient motivation can readily download highly intru-

sive, capable, stealthy suites of surveillance tools.6 The publicly available evi-

dence—not to mention the complaints by many governments and the myriad 

allegations based on leaked documents—should lead any fair- minded observer 

to conclude that many examples of cyber espionage were perpetrated by state 

actors.

The counterintelligence parallel with cyberspace operations seems to be 

developing another analogous aspect as well. The most ruthless counterintelli-

gence services since at least the czars’ Okhrana have planted agent provocateurs 

among groups they deemed to be subversive. Their role was not only to report 

from within but to incite rash or premature action that would expose and dis-

credit the groups. A whole literary subgenre explored the dramatic possibilities 

such plots entailed; think of Joseph Conrad’s The Secret Agent (1907) or G. K. Ches-

terton’s The Man Who Was Thursday (1908). Such agents were not just the stuff of 

fi ction—Vladimir Lenin devoted his landmark essay “What Is to Be Done?” (1902) 

to countering them—and they spread fear and distrust among revolutionaries 

across Europe before World War I.
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Attentive watchers of the cyber news will see an echo of these operations. 

Security services like the FBI seem to be learning how to persuade cyber crimi-

nals to switch allegiance while maintaining contact with their online cohorts 

(on secretly monitored connections, of course). Once the authorities identify 

the network and record enough evidence against its members to warrant pros-

ecution, the nations involved in the investigation mount simultaneous raids—

sometimes across multiple continents—to round up the suspects.7 Court fi lings 

soon expose the mole in the network, of course, but by then the person has been 

whisked to safety and perhaps even living under a new, state- provided iden-

tity.8 The hacker world today is turning paranoid, worried that many of the 

anonymous contacts in the dark web have switched sides and started providing 

evidence. This spreading distrust represents a direct application of counter-

intelligence tradecraft to cyberspace.9 

In sum, espionage and counterespionage operations made the jump from the 

proverbial dark alleys to cyberspace virtually intact. What is new is old. How 

readily both of these ancient crafts adapted their techniques to the new cyber 

domain is astonishing. The main difference between their traditional operations 

and their cyber counterparts is the scale that can be exploited in the latter.

Common Roots

The history of intelligence provides still another template for understanding 

cyber operations. Intelligence connected itself to communications technology in 

the early twentieth century, with profound implications for itself and for diplo-

macy, security, and privacy. The modern era of communications began with the 

improvement of the telegraph, allowing quantities of messages and data to be 

transferred across global distances in near- real time. Wireless telegraphy and 

then radio broadcasting accelerated this trend, creating mass audiences and 

markets, as well as new military requirements for not only the equipment to 

transmit and receive such communications but also the cryptographic support 

to secure them and the messages they relayed. Intelligence, of course, grew in 

parallel with what Stephen Biddle terms the “new system” of military opera-

tions, in which real- time communications allowed generals to synchronize 

combined- arms actions involving infantry and artillery, and soon armor, air-

craft, and ultimately guided weapons as well.10 This revolution in military affairs 

began with the battlefi eld use of radio in World War I and accelerated across the 

remainder of the twentieth century. Over the last generation, modern militaries 

have become dependent on sensors, networks, bandwidth, and surveillance. 

This dependence is encapsulated in the ubiquity (at least in military affairs) of 

the term “C4ISR,” meaning command, control, communications, computers, 

intelligence, surveillance, and reconnaissance.

The parallel growth of advanced, technologically enabled intelligence along-

side the new system was not coincidental; rather, it was (and is) organic. These 

two trends share a common root in the widespread impulse across the industri-

alized powers to gain real- time control of military forces at a distance while 
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monitoring and frustrating adversaries who seek to control their own assets and 

forces. This sea change took place quite suddenly and dramatically during World 

War I, in which vast armies, navies, and soon air forces had to communicate 

securely in real time or lose to adversaries who did. To cite but two examples, the 

Russian disaster at Tannenberg in August 1914 showed the occasionally strategic 

consequences of lapses in communications security, while the Royal Navy’s 

exploitation of German naval systems demonstrated what operational possibili-

ties could be opened by a sustained cryptologic campaign against poor security 

practices and vulnerable technology.11 The shift to technical collection and anal-

ysis of machine- generated data revolutionized the intelligence business, trans-

forming it seemingly overnight from an ancient craft into an industrial enterprise.

Every Western military sought to learn communications security lessons from 

World War I. Modern codes and encryption had arisen with the printing press in 

the Renaissance, but they took off anew with the telegraph revolution in the 

nineteenth century and especially with the wireless in the twentieth century. 

The difference between private cryptography and governmental and military 

systems, of course, was the sensitivity of the information they carried and hence 

the length of time (in hours, days, months, or decades) that the information’s 

owner would want eavesdroppers to have to devote to decrypting the inter-

cepted messages. Despite the higher stakes for offi cial uses, however, the quality 

of cryptographic support to both private and government messages for centu-

ries remained roughly equivalent—in other words, not very good. That began to 

change with governments’ quests for reliable enciphering machines for tactical 

communications, such as the Swiss- made Enigma, which was marketed to com-

mercial fi rms but was soon adopted and improved by the German military in the 

late 1920s. These machines had become widespread by World War II, at least 

among the major combatants in that confl ict. In 1939 the use of coded communi-

cations had also prompted several states (most notably Britain) to mount con-

certed efforts to divine the secrets of those enciphering machines and the codes 

they protected. Enlisting their American allies, soon the British applied a new 

technology to the problem—the digital computer.

The Anglo- American signals intelligence alliance after World War II hastened 

the evolution of computers and of America’s computer industry in the 1950s. The 

enduring Anglo- American partnership henceforth kept its team members, par-

ticularly the National Security Agency (NSA), up to date with the evolution of 

computers, their concentration in networks, and the progress of a new fi eld, 

computer security.

From the beginning, the NSA’s expertise in securing digital communications 

and networks infl uenced the concepts for and debates over securing computers 

and the data they stored and shared.12 Such effects quickly became embroiled in 

debates over encryption, particularly regarding the extent of the US govern-

ment’s role in fostering high- grade cryptography. For decades the point had 

been moot, as the best cryptographic solutions were treated as military secrets 

(which in a sense they were) and their export was banned. With the de facto 

merging of telecommunications devices and computers by the 1970s, however, a 

19029-Perkovich_Understanding.indd   2119029-Perkovich_Understanding.indd   21 8/16/17   8:02 PM8/16/17   8:02 PM

© 2017 Georgetown University Press. All Rights Reserved. This PDF is intended for non-commercial use by individuals. 
For all other types of re-use, please contact Georgetown University Press at gupress@georgetown.edu. 



22 Warner

new dilemma arose—that is, how to secure digital data for governmental agen-

cies, banks, and other institutions that shared sensitive communications and 

fi les but did not need export- controlled, military- grade ciphers. The initial 

answer was the Data Encryption Standard (DES), which the National Bureau of 

Standards proposed in 1975 after its development by IBM and vetting by the 

NSA. Various observers soon found weaknesses with the DES algorithm, how-

ever. Some alleged that the US government had exploited its role in creating DES 

to leave “backdoors” in the standard that would allow government offi cials rou-

tine (or at least emergency) access to private data.13 For their part, the relevant 

agencies and even a congressional investigation insisted the government had 

done no such thing.14 The controversy over DES created a template that has been 

followed ever since—for instance, in the debates during Bill Clinton’s adminis-

tration about the proposed “Clipper Chip” in the 1990s and the 2015–16 contre-

temps between Apple, Inc., and the FBI concerning the data residing on a 

smartphone used by one of the San Bernardino killers.15 Then as now, various 

government offi cials’ insistence on some offi cial method of bypassing encryp-

tion standards for urgent national security and law enforcement purposes 

alarmed those who feared that US intelligence had already compromised the 

standards.16

This chapter cannot hope to resolve the policy issues over encryption or allay 

suspicions about the US government’s motives and actions. The author supports 

strong encryption for everyone and would like all governments to resist the urge 

to install backdoors in any cryptographic systems. The point of this chapter, how-

ever, seeks to add perspective by noting today virtually anyone can routinely use 

encryption that, historically speaking, is fantastically effective. Nevertheless, 

governments, hacktivists, and organized criminals have found various ways 

around that wonderful encryption. Most observers would surely agree that 

encryption has never been better, yet those observers might nonetheless concede 

that never have so many users lost exclusive control of so much of their data.17

The burgeoning computer security fi eld has an additional connection to 

intelligence that has been largely overlooked. In certain ways the concepts of 

computer security grew directly from the painful education in counterintelli-

gence and security practices that US intelligence agencies gained during and 

after World War II. There was nothing like operating behind the Iron Curtain 

for making an organization interested in end- to- end security measures. This is 

precisely why the Central Intelligence Agency (CIA) established a comprehen-

sive “automated data processing” (ADP) security regime that congressional 

investigators publicly praised forty years ago! Committee staffers surveying 

federal computer security in 1976 applauded the CIA for its thorough approach, 

which worked “on the assumption that not only is there potential for compro-

mise in any ADP system[,] it is likely that an attempt will be made to effect that 

compromise.” Though agency offi cials declined to offer their computer security 

regime as a template, the committee’s study nevertheless suggested “trying to 

apply certain ADP security techniques which had evolved at CIA to other Fed-

eral programs where the issue may not be national security but at stake were 
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considerations of nearly equal consequence, such as individual privacy data and 

. . . fi nancial transactions leading to disbursements of large amounts of public 

funds.”18

The spread of computers had heralded something novel for both communica-

tions and intelligence. Hitherto the devices that secured and transmitted infor-

mation did not also store it. Computers did, at least as soon as they were given 

built- in memory. Thus, the level of care taken to transmit messages securely 

now must extend over the entire life cycle of that data and even to the machines 

that touch that data. Not only is your current data vulnerable to spies and eaves-

droppers, it is now at risk forever in cyberspace. This raised the security bar 

tremendously for average users as well for governments. Consequently, the NSA 

since 2009 on its public website has urged “customers” to make prudent prepa-

rations now for the day when their encrypted data will be vulnerable to attack 

by quantum computers.19 Permanency of data not only has broadened the prac-

tice of intelligence (as hinted above) but also has drawn a line of demarcation 

between some traditional, passive forms of intelligence collection and the new 

digital methods.

Everything Goes Digital

The early development of radio suggests yet another aspect to the analogy 

between intelligence and cyberspace. Certain security and policy issues relating 

to computers and networks strongly resemble those associated with radio as 

that earlier medium evolved and spread in the fi rst decades of the twentieth 

century. Indeed, many of the terms we routinely use to describe the workings of 

cyberspace—“network,” “bandwidth,” “wireless,” and others—came from radio 

terminology. As noted, both radio broadcasts and computer data can be inter-

cepted in midstream and analyzed in various ways to deduce information on 

one’s opponents, even if one cannot read the content of the intercepted mes-

sages. Both radio and computer communications therefore must be used with 

care so as not to disclose too much information to opponents.

Furthermore, the kinship between intelligence and deception exactly paral-

lels the relationship between radio (and computer) operations and the fi eld of 

electronic warfare (EW). Radio was weaponized in World War II, and EW has 

been a standard feature of modern confl ict ever since. An opponent’s employ-

ment of both radio and computer networks can be denied by jamming or fl ood-

ing of one form or another. And, of course, those who intercept radio transmissions 

or computer data can be actively deceived by a clever originator. These intelli-

gence dimensions of the new cyber realm (i.e., the principles of attack, defense, 

and exploitation) are readily apparent; indeed, they guided the US Department 

of Defense’s thinking on information warfare for the fi rst couple decades of this 

doctrine’s existence. EW is thus one of the taproots of cyberspace operations, at 

least in the United States, as military thinking about command, control, and 

communications countermeasures in the early 1980s led directly to the earliest 

policy pronouncements on information warfare in 1992.20
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Historians should not forget a related point: substantial impetus for the 

computer industry’s maturation derived from the US military’s drive to make 

weapons smarter and to share data to and from the battlefi eld. This vast fi eld 

again falls beyond the scope of this exploration of the intelligence analogy, but 

it is important to note certain additional links between the evolution of com-

puters and the realm of intelligence support to battlefi eld commanders. Smart 

weapons emerged in the early 1970s, motivated in part by the Pentagon’s 

desire to increase the precision of bombs in Vietnam (thereby reducing the 

danger to aircrews and minimizing morally and politically harmful collateral 

damage to civilians). The weapons were “smart” not only because they could 

be guided to their targets but also because they depended on intelligence about 

those targets (e.g., precise locations) and on copious and timely data fl ows to 

increase their accuracy and lethality. Such data fl ows eventually demanded 

quantum leaps in bandwidth, processing power, and networking architecture. 

The US military thus helped drive improvements to digital communications to 

increase their resilience and volume, and in the 1970s it began setting stan-

dards for the security of these burgeoning systems and the data they carried. 

All these developments spurred research in the computer industry and pro-

vided growing markets for innovations that initially seemed to lack consumer 

markets.

Government links with industry had a direct, strategic focus as well. That 

nexus brought the intelligence and computer sectors together at the dawn of 

cyberspace. As historian Jonathan Winkler has shown, the US government has 

jealously guarded a national interest in the progress of international telecom-

munications, beginning in World War I and continuing unabated to our day.21 

Among many examples, Ronald Reagan’s administration in 1984 took note of the 

de facto blending of the computer and telecommunications fi elds and found this 

trend had signifi cant implications for US security. President Reagan accordingly 

issued a top- secret directive giving the NSA responsibility for setting standards 

to protect sensitive but unclassifi ed data in all US federal government comput-

ers. Though Congress soon overturned Reagan’s measure, the mere fact a presi-

dent had ordered such a step demonstrated the growing overlap between the 

intelligence and computer security worlds.22 Washington has quietly secured the 

strategic high ground in the nation’s communications sector, using intelligence 

both to guard and to exploit that advantage. The importance of that access for 

the nation’s intelligence function needs no reiteration here.

Cyber operations grew out of and still resemble EW, as noted earlier, with one 

key difference. Traditional EW aimed to guide, target, or protect weapons sys-

tems but remained an activity extrinsic to those weapons as such. Cyberspace, in 

contrast, includes many of those weapons. The “Internet of things” arrived early 

in modern military arsenals. Their interconnectivity not only makes them smart 

but also potentially leaves them vulnerable as an adversary could theoretically 

fi nd ways to make those systems hinder rather than help operations. Here is 

another way in which cyberspace operations both learn from and affect intelli-

gence activities.
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What Is New in Cyberspace?

So far the parallels described between intelligence activities and cyberspace 

operations are not merely hypothetical but are already working themselves out 

in practice around the world. Other parallels can be envisioned as well, at least 

in listing the possible warning signs that might accompany their emergence 

over the foreseeable future.

The most obvious and oft- discussed association between intelligence activi-

ties and cyberspace operations is the confusion they can cause among those on 

their receiving end. Human espionage can look quite like subversion or worse as 

authors such as Sun Tzu and the Indian sage Kautilya noted thousands of years 

ago. They urged commanders and princes to have their spies assassinate rival 

chiefs.23 Active intelligence operations, like cyberspace collection campaigns, 

are by defi nition quiet but potentially provocative. They can appear similar to 

preparations for war, and from time to time they have increased tensions 

between states. But has anyone gone to war over an intelligence operation that 

was exposed or blew up in a crisis?

Here the parallel with intelligence can be informative. People have gone to 

war having bad intelligence that was either misconceived or spoofed by the 

adversary (see the Iraq War in 2003). Wars have started over assassinations, to be 

sure, but an assassination is by defi nition a successful operation designed to pro-

voke hostilities and is not the inadvertent cause of them. Outside of these unrep-

resentative examples, the list gets thin. As noted previously, states by and large 

do not fi ght over blown technical collection activities. History yields many such 

examples of states catching spies or fi nding wiretaps, telephone bugs, and so on, 

without those states declaring war in response. The net result of blown intelli-

gence activities is typically the loss (or turning) of the source, sometimes with a 

well- publicized protest, an expulsion of diplomats, or an execution or two. Even 

military reconnaissance is not usually dangerously provocative, as a single air-

craft or patrol boat can hardly be mistaken for an invasion force. Overfl ights of 

the Soviet Union in the 1950s did not provoke a strategic military response by 

Moscow (apart from the Soviets’ downing reconnaissance aircraft such as Fran-

cis Gary Powers’s U2 in 1960). Similarly, aggressive US overfl ights of Cuba in the 

Missile Crisis (1962) agitated local air defense and concentrated minds in Mos-

cow and Havana, but they did not prompt Soviet strikes on the United States.

Cyberspace operations gone awry, like intelligence revelations, so far have 

not provoked wars. The net effect in cyberspace is typically the quiet purging of 

an implant, the updating of an operating system, or the closing of a port, com-

bined with perhaps a diplomatic complaint, possibly via the press. The reason 

for this lack of panic and escalation might have been explained (in another con-

text) by the Atlantic Council’s Jason Healey. As he notes, cyberspace operations 

rarely if ever proceed in isolation. That two states are at odds over some issue 

certainly assists in the attribution of contemporaneous cyber attacks to one or 

both of them.24 Although Healey does not explicitly fl ip this coin, his argument 

also hints that policymakers virtually always know some context behind the 
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events that places noncrisis cyber developments in perspective, usually by 

showing that the state allegedly perpetrating the cyber transgression is not cur-

rently deploying for war.

Can cyber operations cause instability and even escalate a crisis? Of course, 

they might, if perhaps only because no one can defi nitively prove that they will 

not. What we can say is that no cyberspace operation to date has made a crisis 

spiral into war. Indeed, the United States has experienced more than its share of 

cyber penetrations and cyber attacks, yet it has never come close to initiating 

hostilities over a cyber incident. As far as we know, no one else has either. Some 

observers might cite Solar Sunrise, the Department of Defense’s name for a 1998 

cyber intrusion that originally looked as if Iraq had penetrated US military net-

works (and which turned out to be an Israeli hacker working with two American 

teenagers). Solar Sunrise did indeed unfold amid a diplomatic crisis with Iraq, 

leading American observers to suspect Iraqi complicity, yet it also happened at a 

time when Defense Department defenses and cyber decision- making were still 

nascent. The diplomatic net result of Solar Sunrise was nothing. Calmer heads 

prevailed, and the United States did not strike Iraq over the misattributed intru-

sion. What Solar Sunrise proves about crisis instability and escalation is anyone’s 

guess. Nevertheless, every year since 1998, cyber attacks have been misat-

tributed, but so far such mistakes have not caused any wars. One wonders how 

many years it takes to notice a pattern here.

One note of caution while listing the parallels between intelligence activities 

and cyberspace operations is that the intelligence- cyber analogy helps to illumi-

nate cyberspace operations but not cyberspace as a war- fi ghting domain. The 

analogy also seems stretched when one ranks the relative scales of intelligence 

activities and cyberspace operations; the former tend to be minute, and the latter 

look comparatively vast. Other analogies in this volume can help explain such 

aspects of cyberspace and the events that happen there. Let us then close with the 

observation that the hitherto tight parallelism between intelligence activities and 

cyberspace operations could well witness a divergence of potentially strategic 

consequence. One sees such signs in the lingering reputational damage to the 

United States and American fi rms caused by the media’s revelations over the last 

few years. It is diffi cult to measure the effects, which are primarily commercial 

and consist of missed opportunities as much as actual expenses. Much anecdotal 

evidence points to forfeited sales for American products, and Washington has 

certainly (for the time being) lost control over the global narrative regarding 

Internet security and privacy. This development adds a new element rarely if 

ever seen in traditional espionage cases, and we would be wise to remain sensitive 

to how it unfolds.

Conclusion

We hardly need an analogy to compare cyberspace operations with intelligence 

activities, as one exaggerates only a little to say they are mostly the same thing. 

A biologist might likewise say the same about dinosaurs and birds, for the latter 
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developed from the former with no evolutionary “seam” to distinguish the two 

types of animals (indeed, they are both members of the dinosauria clade). We also 

know from Sun Tzu that intelligence is concomitant with force; intelligence 

guides and sharpens force, making it more secret, subtle, and sometimes more 

effective. Further, force follows people and wealth; thus, wherever they are, 

aggressors will try to use force to control those people and to take the wealth.

Cyberspace operations can and do work along the same lines, for the same 

purposes, and for the same leaders. The steadily growing scale of intelligence 

activities expanded dramatically with the global diffusion of cyberspace, allow-

ing formerly state- monopolized means and capabilities to be used by almost 

anyone with an Internet connection. That same diffusion of intelligence tools in 

cyberspace also made virtually everyone a potential collector of intelligence or a 

potential intelligence target. The lines between spying and attacking have always 

been blurry in intelligence activities as well as in cyberspace operations. Both 

are inherently fragile and provocative. While neither is necessarily dangerously 

destabilizing in international relations, we must learn to perform cyberspace 

operations as we learned to perform intelligence activities—that is, with profes-

sional skill, with strict compliance with the law, and with careful oversight and 

accountability.
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Scholars have considered many analogies for cyber capabilities, grappling with 

how these capabilities may shape the future of confl ict.1 One recurring theme in 

this literature is the comparison of cyber capabilities to powerful, strategic capa-

bilities with the potential to cause signifi cant death and destruction.2 This theme 

is understandable. Reports of malware that can penetrate air- gapped networks 

and cause physical effects can easily stimulate worst- case thinking. Moreover, 

relative silence from senior government leaders about cyber capabilities can fuel 

speculation that nations are amassing devastating arsenals of malware.3 Increas-

ing connectivity from consumer products to critical infrastructure control sys-

tems creates the prospect of widespread vulnerability across societies.4 Analogies 

to different methods of state- to- state coercion are therefore quite common.

However, no one has ever been killed by a cyber capability. With this in mind, 

perhaps another set of analogies for cyber capabilities—not destructive, strate-

gic capabilities but those that are nonlethal—should be considered. The US 

Department of Defense for decades has developed a range of nonlethal weapons 

for its forces, yet to our knowledge, scant academic work to date has considered 

how nonlethal weapons might provide some additional conceptual insight into 

cyber capabilities.

In this chapter, we examine nonlethal weapons and cyber capabilities and 

suggest that for conceptual purposes it may be useful to analogize between them 

across four areas: their ability to incapacitate, the reduced collateral damage 

they infl ict, the reversibility of their effects, and their ability to deter. In so 

doing, we show the usefulness and the limits of analogizing cyber capabilities to 

nonlethal weapons. Ultimately, we conclude that these four areas of conver-

gence between nonlethal weapons and cyber capabilities make for a novel con-

ceptual analogy that would serve policymakers well as they consider future 

employment of cyber capabilities.

In our conclusion, however, we highlight one important limitation of this 

approach: Department of Defense leaders have faced diffi culty in gaining 

approval to use nonlethal capabilities. We briefl y explore reasons why nonlethal 

weapons have so seldom been authorized and offer some observations as to why 

cyber capabilities may be easier to employ in the future. We base this distinction 
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on the fact that most nonlethal weapons target opposing personnel, whereas 

most cyber capabilities target opposing matériel.

Before commencing our analysis, we offer one preliminary note about termi-

nology. Already we have noted that we examine cyberspace “capabilities” as 

opposed to cyber “weapons.” The distinction is not pedantic. When we write of 

nonlethal “weapons,” the intent of these tools is in clearer focus—to infl ict bodily 

harm or physical damage.5 However, the cyber tools discussed in this chapter are 

not always weaponized ex ante. Instead, they offer certain capabilities: some that 

may be used offensively, some in self- defense, and still others for penetration 

testing. Because code is not inherently weaponized, we use the term “capabili-

ties” to cover the full of range of what technologies in cyberspace have to offer.

Characteristics of Nonlethal Weapons

To more fully understand the proposed analogy between nonlethal weapons and 

cyber capabilities, we must fi rst understand the basics of nonlethal weapons. 

The Department of Defense defi nes nonlethal weapons as “weapons, devices, and 

munitions that are explicitly designed and primarily employed to incapacitate 

targeted personnel or materiel immediately, while minimizing fatalities, perma-

nent injury to personnel, and undesired damage to property in the target area or 

environment.”6 Cyber capabilities are excluded from this defi nition. Nonlethal 

weapons can provide operating forces with options to de- escalate situations, 

minimize casualties, and reduce collateral damage. By providing commanders 

with these additional options, nonlethal capabilities can be of unique value, 

sometimes proving to be more appropriate than their lethal counterparts.

Nonlethal weapons are often divided into two categories depending on their 

direct target. First, many nonlethal weapons are identifi ed as serving a “counter- 

personnel” role because they target the human body itself. A notable example is 

oleoresin capsicum spray, which is more commonly known as pepper spray. 

When sprayed at a target, the chemical compounds in the spray act as an irritant 

to the eyes, causing tears, pain, and temporary blindness. This effect makes it 

more diffi cult for the target to engage in combat or other threatening activities.

The second category of nonlethal weapons targets machines, not people. An 

example of this sort of capability is the so- called spike strip. Derived from the 

older caltrop—which was used as a counter- personnel, counter- animal, and 

counter- vehicle weapon—the spike strip comprises long, upward- facing metal 

barbs linked together in a long chain. Each barb is suffi cient to puncture the tires 

of many vehicles; so, when laid across a roadway, the spike strip can slow or stop 

vehicle movement until the tires have been replaced. Many spike strips are 

designed to gradually let the air out of affected vehicles’ tires, minimizing the 

harm done to passengers and reducing the risk of collateral damage.

Across both counter- personnel and counter- machine nonlethal weapons, 

four characteristics are evident. First, their primary purpose is to incapacitate 

their targets. Second, they do so with minimal collateral damage, and, third, in a 

way that is often temporary or reversible. Finally, nonlethal weapons can serve 
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as a limited deterrent in tactical situations. These characteristics are key points 

of comparison in making the analogy to cyber capabilities.

Operational History of US Nonlethal Weapons

One can trace the origins of nonlethal weapons in warfare to the development 

of modern chemistry, which began in the eighteenth century. By the mid- 

nineteenth century, consideration was given to using chemical weapons in the 

Crimean and US Civil Wars.7 To be sure, chemical weapons would eventually 

become quite deadly, but initially the intent behind their use was not to kill but 

to force the enemy to disperse. Militaries apparently did not embrace using 

chemicals in warfare until World War I, when the German army launched the 

fi rst chemical weapons attack on April 22, 1915, near Ypres.8 As the United 

States entered the war, it institutionalized its chemical munitions research and 

development into a Chemical Warfare Service with the US Army.9 Among the 

chemical weapons developed during the war, multiple armies used tear gas, 

which remains a nonlethal weapon in today’s law enforcement and military 

arsenals.10

At the war’s conclusion, the US Army rapidly demobilized its chemical weap-

ons corps and seemed poised to all but abandon research into this class of weap-

onry.11 The army’s experts secured employment in civilian jobs, and surplus 

material was either sold or transferred to other parts of the government.12 Thus 

concluded the US Army’s initial efforts to explore how gas could be used as a 

chemical, nonlethal weapon.13 Thereafter, the 1925 Geneva Protocol prohibited 

the use of chemical weapons in war.14

Even without this protocol, it seems unlikely that tear gas–related chemical 

agents would have been as effective in World War II, at least in the European 

theater. The rise and increasing adoption of motorized and mechanized forces 

neutralized the utility of chemical agents to disperse forces from fi xed posi-

tions.15 However, militaries used smoke as a tactical, nonlethal enabler during 

World War II, often to obscure their own positions rather than to force the enemy 

to reposition.16 Variants included white phosphorus, smoke pots, oil smoke gen-

erators, aircraft- delivered smoke tanks, and even colored smoke munitions for 

signaling.17

Development of chemical agents continued after World War II. The use of 

herbicides and other agents during the Vietnam War, while not deemed to vio-

late the 1925 Geneva Protocol, proved to be suffi ciently controversial and dam-

aging that President Gerald Ford issued an executive order renouncing the fi rst 

use of herbicides and riot control agents in war.18

Other technologies emerged that offered militaries options between “don’t 

shoot” and “shoot to kill.” The United Kingdom used rubber and plastic bullets in 

Northern Ireland in the 1970s. Indeed, by one account the British military fi red 

55,834 rubber bullets between 1970 and 1975.19 During Desert Storm, the United 

States fi red cruise missiles fi lled with carbon fi ber that disrupted Iraq’s power 

stations.20 In March 1991 Secretary of Defense Dick Cheney asked his lieutenants 
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Paul Wolfowitz and Zalmay Khalilzad to lead a Non- Lethal Warfare Study, but it is 

unclear what, if anything, came of this examination.21

Just how useful nonlethal weapons could be was perhaps most clearly demon-

strated during the US Marine Corps’ presence in Somalia in the mid- 1990s. Their 

commander, Lt. Gen. Anthony Zinni, in a 1994 hearing spoke of the virtues of 

nonlethal weapons. “Non- traditional operations,” he said, “often involve police- 

like actions that would be best dealt with by non- lethal means. Crowd control, 

demonstrations, petty theft, acts of urban violence in populated areas, are exam-

ples of situations that could best be handled all or in part by non- lethal weapons. 

. . . These non- lethal means also permit forces to demonstrate resolve or provide 

a show- of- force without endangering lives.”22

A year later, Zinni’s Marines provided cover when several thousand United 

Nations (UN) forces withdrew from Somalia. The former had trained to use a 

variety of nonlethal weapons, including pepper spray, fl ash bangs, and road 

spikes.23 To control hostile crowds, they were equipped with foam guns and 

sticky guns, as well as hard sponge projectiles.24 The Marines also warned the 

local populace that they possessed these nonlethal weapons. Ultimately, the 

mission to secure the extraction of the UN forces was successful. No Marines 

were killed.25 Zinni noted afterward, “Our experience in Somalia with non- lethal 

weapons offered ample testimony to the tremendous fl exibility they offer to 

warriors on the fi eld of battle.”26

Later in the 1990s, the Defense Department attempted to institutionalize 

research and development for a broader array of nonlethal weapons.27 Yet few 

capabilities were available to support US forces after they invaded and occupied 

Iraq in 2003. A 2004 Council on Foreign Relations task force on nonlethal weap-

ons found that these weapons “could have helped to reduce the damage done by 

widespread looting and sabotage.”28 Its report was one of the last major studies 

of the US military’s use of nonlethal weapons. There is little evidence that prior-

itization or resources have changed since then.

With this history of experimentation but not integration in mind, we return 

to the analysis of how four qualities of nonlethal weapons, especially those 

that are counter- matériel, make for a conceptually useful analogy to cyber 

capabilities.

Incapacitation

Nonlethal weapons incapacitate their targets by attacking critical parts of the 

targeted machine, such as tires on a vehicle, and disabling them. Cyber attacks 

can work in the same way, attacking critical parts of a computer system and 

either overwhelming them or disabling them. Information security profession-

als have long argued that a cyber operation can do harm in one of three ways.29 

First, it can target the confi dentiality of data in a computer system, stealing 

sensitive data and perhaps making it public. Second, it can target the integrity 

of a computer system by inputting malicious commands that adversely (and 

clandestinely) affect its functionality or by corrupting important data. Third, it 
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can target the availability of a computer system, disabling access to it at a criti-

cal time.

An example of the incapacitation function is the cyber operation that accom-

panied the purported Israeli air strike on Syria in 2007. The cyber operation 

corrupted the integrity of the Syrian air defenses. While operators of the Syrian 

air defense system believed their radar was functional and that it presented 

them with an accurate display of the area, in fact the radar systems did not show 

the Israeli jets entering Syrian airspace.30

A more common example of incapacitation via cyber operation is known as a 

denial of service attack, which targets the availability of important computer ser-

vices by overwhelming them with data. An ocean of incoming data prevents the 

targeted systems from responding to legitimate requests. Finally, some capabili-

ties achieve an incapacitating effect by targeting both the integrity and the avail-

ability of a target. For example, the 2014 attack on the Sands Casino in Las Vegas 

targeted the integrity of critical computer code and adversely impacted the avail-

ability of the overall system. When this critical code was erased or corrupted, the 

affected computers did not function.31

By defi nition, cyber capabilities target machines. As a result, it is more diffi -
cult, but not impossible, to imagine a cyber capability that is directly counter- 

personnel. One possible lethal capability is code that manipulates a vital medical 

device, such as a pacemaker. Indeed, in 2007 Vice President Cheney had the 

wireless functionality on his pacemaker disabled out of fear that it could be 

attacked.32 More broadly, weaknesses in the Internet of things could allow mali-

cious code to incapacitate critical devices at critical times, leading to the possi-

bility of targeted attacks with a direct effect on personnel.33 Even if cyber 

capabilities are not lethal now, if these sorts of attacks become more achievable, 

they might be more lethal in the future as well.

Whether an attack has lethal effects or not, electronic systems targeted by 

cyber capabilities might in some instances be so important to an individual that 

incapacitating the system could have debilitating counter- personnel effects. For 

example, targeting cellular phone networks or other communications systems 

can affect an individual’s ability to coordinate illegal, hostile, or otherwise dan-

gerous behavior. It could also perhaps be argued that targeting confi dential 

systems, such as the theft of data from personnel databases, has an effect on 

personnel and could be used for blackmail. In this last case, however, the delay 

between operation and effect is substantially longer than is the case for most 

nonlethal weapons. Thus, on the matter of incapacitation, the analogy is stron-

gest between counter- matériel nonlethal weapons and cyber capabilities that 

attack the integrity and availability of targeted systems.

Minimization of Collateral Damage

Similar to nonlethal weapons, some cyber capabilities can be deployed to mini-

mize collateral damage. When it comes to malicious computer code, this sort of 

minimization can take one or both of two forms—fi rst, preventing the spread of 
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computer code beyond the target and, second, minimizing the harm the code 

causes to nontarget systems if it does in fact spread.

On the fi rst point, intermediate systems are commonly breached in a cyber 

operation as stepping- stones to reach the target. This is especially true if direct 

access to the target is denied. For example, as a means of getting malicious code 

into a facility that is not connected to the Internet and is thus harder for an 

attacker to access, the authors of Stuxnet reportedly targeted a number of Ira-

nian contractors who were servicing the country’s nuclear program.34 But such 

intermediate infections can be diffi cult to control in cases where the capability’s 

propagation mechanism, or the code it uses to spread from machine to machine, 

is automatic. In the Stuxnet case, the code spread beyond the original authors’ 

intent, reaching other systems and eventually coming to the attention of the 

information security community.35

Second, authors of malicious code have shown some capability to minimize 

the harm such code can do, even if it spreads. For example, the authors of Stux-

net, Gauss, and other malicious code placed targeting guidance in the code.36 

This targeting guidance prevented the code from launching its most signifi cant 

and damaging payloads unless the malware arrived at the correct target. While 

reports indicate these mechanisms were not perfect at preventing all ill effects, 

they automatically and substantially constrained the damage done by the 

malicious code once it spread.37 It is worth noting, however, that adding such 

constraints requires a great deal of information about the particulars of the 

target system, information that will likely need time and previous operations 

to collect.38

Another important area of overlap between nonlethal weapons and cyber 

capabilities is related to minimizing collateral damage. Policy guidance offered 

by the US Defense Department does not prioritize cyber capabilities or nonlethal 

weapons over potentially more destructive kinetic ones. While cyber capabili-

ties, at some point in the future, might offer a commander the ability to achieve 

military- relevant effects with only a minimal risk for collateral damage or loss of 

life, the complexity of computer networks at present greatly complicates the 

confi dence a commander can have in the ability to achieve precise effects exactly 

when desired. Battle damage assessment is subject to similar limitations. In some 

instances, therefore, a commander would reasonably prefer non- cyber capabili-

ties over a vast arsenal of cyber capabilities if the former could give greater odds 

for the success of an operation.

Based on these examples, given enough effort, time, and operator ability, 

sophisticated cyber capabilities present some prospects for minimizing collat-

eral damage to systems besides the target. However, it is hard to generalize this 

point and argue that this central characteristic of nonlethal weapons can be a 

characteristic of all cyber capabilities. In addition, failures to prevent collateral 

damage do occur. Especially with capabilities as new and complex as cyber ones, 

the unintended consequences of particular capabilities may cause additional or 

unexpected damage. On the matter of collateral damage, then, the analogy is as 

much aspirational as operational. Some cyber capabilities are narrowly targeted 
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and may be wielded carefully by sophisticated actors, but certainly not all of 

them are.

Reversibility

The analogy functions similarly when it comes to reversibility, for some cyber 

capabilities, but not all, are reversible. We identify four categories of reversibil-

ity: capabilities that are not reversible; capabilities that are reversible after some 

reasonably constant period of time, depending on environmental conditions; 

capabilities that are reversible at the discretion of the operator; and capabilities 

and their effects that could be reversible by the target but require some time, 

material, or effort to do so.

Various nonlethal weapons fall into each of the four categories. For example, 

in the fi rst category, some kinds of nonlethal munitions do harm to the body 

that, though not fatal, cannot be undone; however, they are comparatively rare. 

For example, a rubber bullet could possibly cause some harm to the body that is 

not easily undone. In the second category, fl ash bang grenades and tear gas cause 

paralysis for a time, but their effects eventually dissipate. In the third category, 

operators can turn on and off electronic jamming, lasers, or sonic capabilities. 

And in the last category, the spike strips discussed earlier require the target to 

acquire new tires.

Cyber capabilities exist in three of the four categories. In the fi rst category, 

some sabotage attacks are diffi cult to reverse easily, especially if they destroy 

critical material or data. Stuxnet is an example, though it was substantially more 

destructive than nonlethal weapons are. We do not know of any cyber capabili-

ties that fall into the second category, which sees effects dissipate over time, 

depending on environmental conditions.

Other cyber capabilities, such as ransomware, fall into the third category 

because they paralyze systems until an operator directs otherwise. When ran-

somware affects a system’s capability, important data is encrypted in such a way 

that the legitimate user cannot access it until the criminal operating the ran-

somware decrypts it—usually for a fee. Capabilities that have an intentionally 

intermittent or time- bound effect would also fall into this third category. Still 

other cyber capabilities, such as some wiping operations, are best placed in the 

fourth category, as the target may be able programmatically to reverse it but 

would require a substantial amount of effort or time to do so. For example, a 

target might possibly recover data from “wiped” hard drives, depending on 

how the wiping attack was done, but it is beyond the capabilities of most ordi-

nary users.

It is worth noting that some capabilities exist in both the third and fourth 

categories. For example, denial of service attacks—which overwhelm a target 

with meaningless data—can be not only turned off by an operator but also 

thwarted by the target’s taking certain countermeasures.

From this analysis, we conclude that the qualities of reversibility that are 

most often intended when using nonlethal weapons are often similar to the most 
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frequent kinds of cyber capabilities employed today. With some rare but import-

ant exceptions, such as attacks that destroy physical infrastructure, the damage 

caused by even some data- destroying cyber capabilities is often reversible in 

that computers and systems can be repaired with suffi cient time and resources. 

However, as a practical matter, most victims of such attacks may fi nd replacing 

rather than repairing their malfunctioning systems is more prudent. Given that 

the majority of contemporary compromises of confi dentiality, integrity, and 

availability of data are perpetrated through reversible means (like denial of ser-

vice), we feel the analogy to nonlethal weapons has value in this area of analysis.

Deterrence

Analogizing nonlethal weapons and cyber capabilities in the area of deterrence is 

possible but not as straightforward as the preceding three areas of analysis. 

Deterrence is an important but reasonably narrow concept when it comes to non-

lethal weapons. For cyber capabilities, questions of deterrence are more complex, 

as applications converge with and diverge from the concept’s use in nonlethal 

weapons. Much has been written about deterrence of cyber capabilities as well as 

about using these capabilities for deterrence; thus, we briefl y provide an outline 

of the underpinning of deterrence and examine how the analogy applies.39

When considering deterrence, the initial questions to consider are, whom do 

we wish to deter from doing what, and what would we like them do to instead? 

Any discussion about deterrence must be tailored around this “deter whom from 

doing what” foundation. During the Cold War, the term “nuclear deterrence” 

was often shorthand for “deterring the Soviet Union from launching a nuclear- 

armed attack.”40 But this case of deterrence can obscure the fact that other kinds 

of deterrence exist. While the Cold War case mostly involved deterrence of a 

specifi c actor, some deterrents are general and apply to large groups of actors.

Similarly, while nuclear deterrence is absolute—that is, seeking to stop any 

use of an atomic weapon—other deterrents are restrictive and seek to minimize 

the effects and occurrence of an unwanted activity as much as possible while 

acknowledging implicitly that some will occur.41 Deterring crime is an example 

that is both general and restrictive: police do not always know which individual 

in society is a would- be criminal, and they also recognize that despite measures 

to deter its occurrence, some amount of crime is inevitable.

The two traditional methods of deterrence are cost imposition and denial.42 

Deterrence by cost imposition operates via a (tacit or explicit) credible threat of 

retaliation to such a degree that the attacking state would fi nd commencing the 

unwanted activity prohibitively costly. Deterrence by denial operates by con-

vincing an adversary that even if it does not fear cost imposition, the benefi ts it 

seeks will be checked due to effective defenses. Together the two can make cer-

tain actions unappealing. Deterrence by denial can reduce the chances of suc-

cess, while fear of retaliation can make certain actions prohibitively costly.

Nonlethal weapons can function, depending on the capability, as deterrents 

by denial or by threatening cost imposition. Many counter- matériel and counter- 
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personnel capabilities impose comparatively minimal costs on an adversary but 

can reduce or deny the adversary’s capability to carry out an unwanted action.

A tactical example from Somalia demonstrates that nonlethal lasers func-

tioned as a means of threatening total retaliation, signaling to potential adver-

saries that they had been identifi ed and would be neutralized if they attacked US 

forces. That is, a laser beam shined on a target warned that a bullet could follow.

Some cyber capabilities also can work as deterrents by denial or deterrents by 

cost imposition, depending on the capability. China’s Great Firewall is an exam-

ple of deterrence by denial. The system, which actively intercepts unwanted 

Internet activity in Chinese networks and prevents it from connecting to blocked 

servers, aims not only to prevent but also to deter actions that the Chinese gov-

ernment deems undesirable. It is a scalable and general deterrent across the 

broader population rather than a narrowly crafted one for a small group of 

actors. Still, it is restrictive rather than absolute, as the Chinese surely know that 

some individuals fi nd their way around the fi rewall.

China’s so- called Great Cannon is an example of deterrence by cost imposition. 

In 2015 members of the popular code repository and software development site 

GitHub, to which anyone can upload code or text, began uploading New York Times 

articles and other content the Chinese viewed as subversive. In response, while 

leveraging their position of privilege on the Chinese Internet that is made possible 

by the Great Firewall, Chinese actors launched a massive denial of service attack 

and took GitHub offl ine for a time. By imposing costs on GitHub, the Chinese car-

ried out a form of deterrence by cost imposition to GitHub and similar sites, though 

they ultimately ceased the attack without changing GitHub’s behavior.43

Cyber capabilities, in some circumstances, can send a signal threatening 

greater non- cyber cost imposition. For example, a nation may reveal a cyber 

operation to another state as a means of showing that it can access the latter’s 

strategically important networks. While it is unclear if Stuxnet was intended to 

have such a psychological effect, apparently the program introduced doubt into 

the minds of Iranian engineers, and the worm’s revelation potentially impacted 

later nuclear negotiations.44 In other cases, cyber capabilities—such as the capac-

ity to send a message to anyone entering a certain area—can directly carry a 

warning. In 2014 protestors in Kiev received text messages of this sort.45

Nonlethal weapons and cyber capabilities are similar in that deployment of 

some forms of each can enable various kinds of deterrence. But a key difference 

emerges: nonlethal weapons, because they are more limited in their potential 

damage, are seldom the objects of deterrence. While hypothetically possible, it 

seems impractical for one entity to devote resources to deter another’s employ-

ment of nonlethal weapons. The stakes are usually just too low. The threat of 

nonlethal weapons against American troops is not suffi ciently serious to warrant 

either issuing powerful threats to impose costs or creating suffi cient defenses to 

deny an adversary’s benefi t.

However, it is somewhat easier to conceive of situations where the United 

States might wish to deter another entity’s use of nonlethal weapons by imple-

menting denial. For example, if US forces embarked on a stabilization mission 
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where the local population had demonstrated a desire or capability to employ 

nonlethal weapons, the United States might wish to demonstrate powerful 

defenses that easily blunt the effectiveness of those weapons.

Cyber capabilities, because they are potentially more destructive or—in the 

case of data theft—strategically damaging without being destructive, are differ-

ent in kind. Nonlethal weapon deterrence yields a one- way question: How can 

nonlethal weapons be useful for deterrence? Cyber deterrence yields a two- way 

question: How can cyber capabilities be useful for establishing deterrence gener-

ally, and how can an adversary’s use of cyber capabilities be deterred but not 

necessarily with cyber means?

As a result, the analogy between the two is attenuated. When asking how to 

deter the use of cyber capabilities by others, it is important not to limit oneself to 

thinking of one’s own cyber capabilities. All elements of national power, includ-

ing political clout, economic sanctions, kinetic retaliation, and cyber defenses, 

should be included in the deterrence discussion. Offensive cyber capabilities may 

be part of this calculus, but many are likely too subtle or too limited to fully act as 

a deterrent on their own. The analogy to nonlethal weapons here points to the 

need for a broader discussion of cyber deterrence.

Conclusion

A clear theme runs through this analysis: areas of overlap in both characteristics 

and in function exist between nonlethal weapons and cyber capabilities. These 

areas of overlap strengthen the case for the proposed analogy and point to the 

possibility that lessons learned about nonlethal weapons may be usefully applied 

to cyber capabilities. In short, recognizing how new and different cyber capabil-

ities are, we need not consider them with an entirely blank slate. Analogizing to 

nonlethal weapons can be a valuable approach.

With that said, some cyber capabilities do not fi t the analogy particularly 

closely—for example, those capabilities that do not seek to incapacitate a target 

(instead, they might steal data from it), those capabilities that do not seek to 

minimize collateral damage, and those capabilities that are irreversibly destruc-

tive. For discussions of these kinds of capabilities, nonlethal weapons are less 

obviously useful.

Another, more practical kind of limitation to this analogy concerns the 

employment of these weapons and capabilities. For reasons that remain largely 

elusive to the authors, the use of nonlethal weapons by US military forces has 

been restricted. Several military offi cers have informally observed and stressed 

that gaining authorization to employ lethal force was often easier than that for 

nonlethal force despite the latter’s promise of lower collateral damage and only 

temporary effects. The question that remains unanswered in our research is, 

why are nonlethal weapons not better integrated and employed?

Further research into this question may be aided by bringing in literature on 

path dependency and the “stickiness” of entrenched traditions—or, in this case, 

the greater familiarity of employing kinetic, conventional weapons. Additional 
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research may also tell us more about the infl exibility of military targeting proce-

dures, which may have been designed to weigh specifi c variables in the context 

of a kinetic action but may be insuffi ciently malleable to more completely con-

sider the authorization of nonlethal capabilities. These questions are important 

to examine, as they may tell us about the willingness and the process to employ 

cyber capabilities in the future.

Any answer to this question is going to depend on the type of nonlethal 

weapon in question and on the nature of the international legal regime that 

restricts those weapons. For example, the United States does not use riot- control 

agents in combat due to its commitments under the Chemical Weapons Conven-

tion.46 Nor does the United States employ lasers to blind individuals, in compli-

ance with the terms of the 1980 Convention on Certain Conventional Weapons.47

Further exploration of why nonlethal weapons have been deployed so seldom 

by US forces should be considered separately in more detail. For our purposes, it 

is worth noting that the lack of explicit international law around the employ-

ment of cyber capabilities may enable commanders to deploy possible future 

tactical capabilities with more freedom than they have with nonlethal weapons. 

In addition, cyber capabilities are—at least up until now—counter- matériel capa-

bilities. Nonlethal weapons are both counter- matériel and counter- personnel. 

As such, the focus of cyber capabilities on counter- matériel missions may even-

tually give leaders less cause to eschew authorizing their tactical employment. 

This distinction may change, however, as wearable and related technologies 

create a new attack vector and open the possibility of cyber capabilities becom-

ing counter- personnel capabilities.

Regardless of the reasons that inform the US military’s decision to employ non-

lethal weapons in only a limited fashion, practitioners would be wise not to take 

the nonlethal- cyber analogy too far for fear that, for whatever reason, cyber 

capabilities might become another instrument of power that is unwieldable even 

when they are the most appropriate tools available.

Indeed, despite very real concerns about a coming confl ict in cyberspace, some 

of the most promising features of cyber capabilities are also common with other 

nonlethal weapons: their effects need not be permanent and could possibly be so 

narrowly tailored that collateral damage is all but eliminated. As with any other 

instrument of military power, cyber capabilities should be used only as a last 

resort. But when military coercion is required to secure US interests, cyber capa-

bilities—like nonlethal weapons—may offer US military commanders the oppor-

tunity to do so in ways that greatly reduce the incidence of death and destruction 

on all sides of a future confl ict.
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The development of precision- guided munitions (PGMs)—guided gravity bombs 

and cruise missiles, in particular—has had profound implications for warfare. 

Such weapons tend to cause much less collateral damage than their unguided 

predecessors do, and because they can remain effective when used from a dis-

tance, they can also reduce casualties sustained by the attacker. Thus, PGMs 

have altered national- level decision- making by lowering the political threshold 

for the use of force and by slowing the likely loss of public support during a sus-

tained military campaign. PGMs have also increased the tactical effectiveness of 

military operations. They have dramatically improved force exchange ratios (at 

least against an adversary without these weapons) by reducing the likely num-

ber of weapons required to destroy individual targets. In doing so, they have 

eased logistical requirements and increased the pace at which military opera-

tions can be conducted.

Following the 1991 Gulf War, which provided the fi rst high- profi le demon-

stration of the effectiveness PGMs, these weapons were widely seen—both in the 

United States and abroad—as revolutionary (or, at least, as the technological 

component of revolutionary military changes).1 Almost twenty- fi ve years later, 

a number of analysts have argued that cyber weapons are effecting another rev-

olution in military affairs.2 This controversial claim is inspired, at least in part, 

by the analogy between PGMs and cyber weapons.

The similarities between PGMs and sophisticated cyber weapons are striking.3 

Cyber weapons also offer the potential of exquisite precision because, if well- 

designed, they may affect only specifi c targets and infl ict carefully tailored 

effects.4 Information technology (IT) is ubiquitous in military operations. As a 

result, the use of cyberspace for military purposes can confer potential tactical 

advantages to an attacker, including by further improving force exchange ratios, 

while placing few, if any, additional demands on the logistical network needed to 

supply frontline forces. Moreover, the use of cyber weapons involves minimal 

risk to the lives of the service personnel who “deliver” them and, in general, is 

likely to cause fewer civilian casualties than even the most carefully designed 

and executed kinetic attack.5 As a result, they could further lower the threshold 
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for the use of force. Overall, in fact, states’ reasons for wanting cyber weapons 

are very similar to their reasons for wanting PGMs.

For all the benefi ts of cyber weapons, they undoubtedly have limitations too. 

The possibility that cyber weapons can be employed in highly discriminating 

ways does not imply they must be; like PGMs, cyber weapons can be used in 

indiscriminate ways. Indeed, many publicly known cyber attacks to date have 

had distinctly imprecise effects on the target system (for example, by destroying 

entire computers) and have caused collateral damage against undetermined 

numbers of other systems and users. That said, there is also reason to suppose 

that the public record is not representative of cutting- edge cyber capabilities, 

since more discriminate attacks are easier to hide.

Setting aside the technical and operational challenges of achieving precision 

in practice, this chapter seeks to exploit the analogy with PGMs to understand 

some of the other potential limitations of cyber weapons and how militaries 

might respond to them either by mitigating them or by capitalizing on them. 

The focus is on three challenges to the effective employment of PGMs and their 

cyber analogies. The fi rst two challenges—intelligence, surveillance, and recon-

naissance (ISR) and battle damage assessment (BDA)—relate to the effectiveness 

of enabling capabilities. The third challenge is the diffi culty of achieving the 

political objectives for which a war is fought using only standoff attacks.

The Need for Effective Intelligence, Surveillance, 
and Reconnaissance 

An important distinction is drawn in the physical sciences between precision 

and accuracy. The claim that the population of the United States is 62,571,389 is 

very precise, but it is not remotely accurate. Similarly, PGMs are almost invari-

ably precise—in the sense that they almost always hit their aim points (or at least 

very nearby)—but because their intended targets may not always be located at 

those aim points, PGMs are not always accurate.

To ensure that PGMs are accurate, the location of the intended target must be 

known both correctly and precisely.6 The ISR capabilities used to locate targets 

are, therefore, every bit as important as a weapon’s guidance and navigation 

system. The development of various technologies for acquiring overhead images 

has made the process of locating stationary, aboveground targets much easier, 

but it has not guaranteed success. For example, during the bombing of Yugosla-

via in 1999, US military planners knew the street address of the Yugoslav Federal 

Directorate for Supply and Procurement was Bulevar Umetnosti 2.7 However, 

because of a combination of human error and out- of- date maps and databases, 

these planners incorrectly identifi ed the building that corresponded to this 

address. As a result, although the weapons used in the subsequent strike did 

indeed hit their intended aim points, they destroyed not a legitimate military 

target but the Chinese Embassy.

Identifying the location of other types of targets—mobile and underground 

targets, in particular—is a much tougher problem. The challenge was illustrated 
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during the 1991 Gulf War by the “great Scud hunt,” in which Coalition forces 

attempted to destroy Iraq’s Scud missiles and their mobile launchers. Coalition 

aircraft fl ew about 1,460 sorties against Scud- related targets—about 215 against 

the mobile launchers themselves—without scoring a single confi rmed kill.8 The 

Gulf War Airpower Survey attributes the cause of this failure to inadequate ISR and, 

in particular, “the fundamental sensor limitations of Coalition aircraft.”9 These 

limitations were compounded by effective Iraqi tactics, such as the use of decoys, 

which complicated the task of an already inadequate ISR system. Since 1991 sig-

nifi cant improvements in ISR (as well as in tactics) have been central to enhanc-

ing—at least to some extent—the ability of advanced militaries to destroy 

dispersed mobile forces, as evidenced by Israel’s moderately successful campaign 

to hunt down Hezbollah’s mobile rocket launchers in the 2006 Lebanon War.10

Intelligence collection is a similarly important enabling capability for cyber 

attacks. It contributes to identifying how to penetrate the target IT system, to 

understanding the system suffi ciently well to create a weapon payload with the 

desired effect, and to ensuring that the payload’s effects are limited to the target 

network.

IT systems are most commonly penetrated as the result of human error. An 

attacker, for example, might send phishing emails containing a link that, if 

clicked on, causes malware to be installed. Such attacks are much more likely to 

be successful if the attacker exploits intelligence about targeted users’ names, 

contacts, and behavioral characteristics—an approach known as “spear phish-

ing.” For example, a 2015 report by the cybersecurity fi rm FireEye details several 

recent spear- phishing attacks against Southeast Asian governments involved in 

territorial disputes with China.11 These attacks appeared to exploit relatively 

detailed intelligence about targeted users. Much more detailed intelligence can 

be required to penetrate more sophisticated defenses. For example, to penetrate 

IT systems at Iran’s Natanz enrichment plant, which are surrounded by an air 

gap, the perpetrators of the Stuxnet attack—believed to be the United States and 

Israel—reportedly fi rst infected computers belonging to contractors. Personnel 

employed by these contractors then inadvertently transmitted the virus to Iran’s 

enrichment control system on USB fl ash drives (other infection strategies were 

apparently employed too).12 This approach could have been developed only with 

detailed knowledge about the organizational structure of Iran’s enrichment pro-

gram. Of course, not all infection strategies rely on user error, but most (if not 

all) others usually require detailed intelligence about the target, such as knowl-

edge of “zero- day” vulnerabilities—that is, software or hardware fl aws that are 

unpatched because they are unknown to the vendor.

Developing a payload that has the desired effects often requires equally—if 

not more—detailed intelligence. Stuxnet is a paradigmatic example. The code 

aimed to destroy Iranian centrifuges by reprogramming the enrichment plant’s 

control system so it altered their rotation speed while simultaneously sending 

falsely reassuring signals to operators. The development of Stuxnet was report-

edly preceded by a huge intelligence- gathering operation on the Natanz facility, 

which itself relied, at least in part, on cyber espionage.13 The Stuxnet code was 
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then tested on actual P- 1 centrifuges (which are very similar to the IR- 1 centri-

fuges operated by Iran). In one sense, Stuxnet—an exceptionally complicated 

and sophisticated virus—is something of an extreme example. However, it may 

well be representative of the challenges associated with developing cyber weap-

ons that can have real- world effects similar to those of extremely precise kinetic 

weapons.14 Indeed, that the Stuxnet code also migrated into nontarget machines 

underscores the practical challenges of achieving precision, while the fact that 

the code did not activate and thus disrupt the functioning of these machines 

demonstrates the possibility and importance of sophisticated target reconnais-

sance and malware engineering.

There are, of course, important differences in intelligence collection for cyber 

and PGM strikes. Usually, one major purpose of intelligence collection in plan-

ning a kinetic strike is to identify the exact location of the target; by contrast, the 

physical location of an enemy IT system is rarely a concern in planning a cyber 

attack.

The consequences of intelligence failures are also potentially dissimilar. Poor 

intelligence about the target of a kinetic attack—as the 1999 bombing of the Chi-

nese Embassy in Belgrade typifi es—can lead to high costs in the form of civilian 

deaths, diplomatic fallout, and reputational damage. For two reasons, the conse-

quences of poor intelligence for a cyber attack are likely to be less signifi cant than 

for a kinetic attack. First, the distinct chance is that a cyber attack based on poor 

intelligence will have no effect whatsoever. To be sure, this outcome is not guar-

anteed; poor intelligence can lead to the cyber equivalent of collateral damage. A 

2008 cyber attack by the United States against a terrorist website in Saudi Arabia, 

for example, is reported to have disrupted more than three hundred other serv-

ers because the target IT system was insuffi ciently understood.15 However, good 

programing can presumably minimize the risks of collateral damage, and even if 

it cannot, collateral damage restricted to cyberspace is likely to be less costly than 

collateral damage in physical space. Second, cyber attacks are more plausibly 

deniable than kinetic attacks are. As a result, the reputational cost of launching a 

cyber attack that causes collateral damage is likely to be less as well.

That said, it is also possible that cyber attacks will be held to a higher stan-

dard than kinetic strikes and thus raise the cost of intelligence failures, even if 

cyber collateral damage is indeed comparatively modest. In fact, precisely 

because the development of PGMs has changed expectations about what consti-

tutes acceptable collateral damage, advanced states are now held to a much 

higher standard in assessing whether the application of kinetic force has been 

proportionate and whether suffi cient care has been taken to discriminate 

between military and civilian targets. Given the potential for cyber weapons to 

be even “cleaner” than PGMs, cyber operations may be held to a still higher 

benchmark—at least where they are conducted by states with the capability to 

develop discriminating weapons.16

In any case, there are some interesting analogies about collecting intelligence 

for cyber operations and for kinetic strikes. One particular challenge of acquir-

ing intelligence for cyber attacks is the inherent mutability of IT systems. For 
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example, security protocols and antivirus software can be improved, zero- day 

vulnerabilities can be discovered and (usually) patched, software can be updated, 

and hardware can be replaced. As a result, a cyber weapon cannot remain effec-

tive indefi nitely, and predicting how long it will remain potent is impossible. In 

this way, a particularly apt analogy from the physical world is the challenge of 

gathering intelligence for targeting a mobile asset. Locating a mobile target 

while it happens to be stationary makes striking it much easier, but given the 

diffi culty of predicting when the target will next move, the window of opportu-

nity for conducting the attack may be of an inherently unpredictable duration.

Given the challenges of targeting mobile assets, many nations have responded 

to the development of PGMs by increasing the mobility of their military forces 

(even though mobile systems are almost inevitably more lightly armored than 

their stationary equivalents and hence easier to destroy if their location is dis-

covered). The analogous approach to cyber defense is to focus resources not only 

on hardening the IT system—that is, identifying and patching vulnerabilities—

but also on regularly modifying an IT system simply for the sake of changing it, 

a strategy that has been termed “polymorphic cyber defense.”17 This approach 

attempts to render an attacker’s knowledge of the target system obsolete almost 

as soon as it is obtained. One of the leaders in this fi eld called its technology 

“Moving Target Defense,” making the analogy to the physical world absolutely 

explicit.18

The primary challenge to polymorphic cyber defenses is probably the risk of 

introducing bugs that could prevent a system from performing as it should. The 

scale of this risk presumably depends on how much of the system and which 

parts of it are changed and on the size of the conceptual space of the allowed 

changes. Thus, there may well be a potential trade- off between greater security 

and reduced usability. Where states perceive the sweet spot to be may determine 

the prospects of polymorphic cyber defenses for military applications.

In the physical world, one approach to overcoming the challenge posed by 

mobility is to reduce the time between detection and engagement. To this end, 

sensors and weapons have been integrated into the same platform and, in some 

systems, given the capability to engage autonomously. Israel’s Harpy unmanned 

combat aerial vehicle, for example, is designed to loiter and detect enemy air 

defense radars (which are frequently mobile) and to attack them automatically.19 

An analogous cyber weapon would have the capability to detect and exploit vul-

nerabilities autonomously.20 This author is not qualifi ed to speculate on whether 

such an “intelligent” cyber weapon could be developed, but the Defense Advanced 

Research Projects Agency is sponsoring research, including the Grand Cyber 

Challenge, into cyber defenses that completely autonomously could “identify 

weaknesses instantly and counter attacks in real time.”21 Such efforts may be 

dual use: research in detecting cyber vulnerabilities of friendly IT systems and 

enhancing their defenses could contribute to the development of offensive cyber 

weapons that can discover enemy IT vulnerabilities.

Beyond mobility, numerous other countermeasures to PGMs have been em-

ployed, including air defenses, hardening, deception, interference with navigation 
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and command and control, and human shields. These countermeasures provide 

fertile ground for further extending the analogy between defenses to PGMs and 

defenses to cyber weapons (and take it far beyond interference with ISR capabili-

ties), as a few examples demonstrate. Air defenses, which are designed to shoot 

down incoming PGMs, are analogous to active cyber defenses in which the defender 

uses its own virus (sometimes known as a white worm) to disable an attacker’s. 

Another countermeasure in kinetic warfare is interfering with the satellite naviga-

tion signals, such as those provided by the US Global Positioning System, that 

many modern PGMs use. Spoofi ng, for example, involves transmitting fake naviga-

tion signals, which are designed to mislead a weapon about its location. Conceptu-

ally, spoofi ng is similar to sinkholing, a form of active cyber defense that involves 

redirecting data being transmitted by a virus to a computer controlled by the vic-

tim of an attack.

An entirely different approach to defending against PGMs (or, indeed, any 

other form of kinetic attack) is to raise the political costs of a strike. For example, 

both states and terrorist organizations have used civilians as human shields by 

hiding weapons in schools, hospitals, and mosques.22 More prosaically, in every 

state, many elements of war- supporting infrastructure—including power sta-

tions, electricity grids, and oil refi neries—are dual use in that they serve both 

civilian and military purposes. Even if attacking such facilities is legally permis-

sible, it can still be politically costly.

In the cyber world, civilian and military networks also are often one and the 

same. For example, an overwhelming majority of US military communications 

data is believed to pass through public networks that also handle civilian data.23 

Going further, organizations that have civilian functions can also conduct offen-

sive cyber operations. For example, China’s National Computer Network Emer-

gency Response Technical Team—a body under the Ministry of Industry and 

Information Technology that is nominally responsible for defending China’s 

civilian networks from attack—may have been involved in offensive cyber oper-

ations.24 This intermingling raises the potential political cost of cyber operations 

against military targets through the risk of simultaneously implicating civilian 

assets. The existence of such intermingling inevitably raises the question of 

whether it is part of a deliberate strategy designed to defend military assets in 

cyberspace.

The Importance of Effective Battle Damage Assessment

Battle damage assessment is a second enabling capability that is needed to 

exploit precision to its full extent. Knowledge that a kinetic strike has been 

successful can avoid wasting resources on unnecessary repeated strikes against 

the same target. Immediate feedback also enables the attacker to capitalize 

quickly on the success. For example, if timely confi rmation is available that an 

air defense battery protecting an underground bunker has been destroyed or 

disabled, mission commanders can exploit the success by authorizing aircraft to 

attack the bunker before the adversary can take countermeasures (such as 
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evacuation). Conversely, confi rmation that the strike against the air defense 

system was unsuccessful can be used to authorize another attempt to destroy it. 

The costs of ineffective (or entirely absent) BDA in this scenario could be quite 

high. If the strike against the air defense system is incorrectly believed to have 

been successful, the lives of the pilots sent to attack the bunker will be at risk. If 

the strike was successful but its outcome cannot be confi rmed, mission com-

manders may waste resources on further strikes as well as an opportunity to 

destroy the bunker.

As a general rule, the more discriminating a strike is, the more diffi cult BDA 

becomes. The particular challenges of BDA for PGMs became apparent in the 

1991 Gulf War. To give an example, overhead imagery proved relatively ineffec-

tive at assessing the effects of attacks on hardened structures. When these 

attacks were successful, they generally caused extensive internal damage but 

very little external damage; often the only visible effect of the attack was a hole 

made by the incoming bomb.25 Image analysts thus tended to seriously underes-

timate the effectiveness of strikes against such targets. Thirteen years later, a 

2004 report by the US General Accounting Offi ce on the wars in Afghanistan and 

Iraq highlighted the continued “inability of damage assessment resources to 

keep up with the pace of modern battlefi eld operations.”26 The results included 

the “ineffi cient use of forces and weapons” and ground advances that were 

slowed unnecessarily.27

In extreme cases, the lack of effective BDA can have truly major conse-

quences. In early 2011 after the US intelligence community acquired evidence 

of Osama bin Laden’s whereabouts, senior American offi cials debated whether 

and how to attempt to kill him.28 Some of President Barack Obama’s key advis-

ers reportedly recommended using an aircraft- launched standoff PGM. One of 

the main reasons—if not the main reason—why Obama rejected this course of 

action was apparently its lack of any reliable way to verify the strike’s success. 

It could, therefore, have been very diffi cult to justify the infringement of Paki-

stani sovereignty, and the United States might have wasted considerable 

resources in continuing efforts to fi nd bin Laden if he escaped. Obama’s decision 

to use special forces solved the BDA problem but created other extremely seri-

ous risks. For example, if Pakistani troops had captured the Americans, the 

consequences for relations between Washington and Islamabad (not to mention 

Obama’s presidency) would have been much more serious than if a standoff 

munition had been used.

From a tactical perspective, BDA after a cyber attack is important for many of 

the same reasons as after a kinetic attack. In fact, such assessments may be even 

more important because cyber attacks can often produce temporary or revers-

ible effects. Therefore, an attacker may need to discover not just whether the 

attack achieved the desired effect initially but also whether the target IT system 

is still compromised and its attack undetected.

The strategic importance of cyber BDA is likely to depend on the particular 

attack scenario. Because the use of cyber weapons is generally more deniable 

than the use of kinetic weapons and because cyber attacks may sometimes even 
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go undetected (especially if unsuccessful), states may be less concerned about the 

need to provide ex post facto justifi cations for a strike, rendering BDA less import-

ant for cyber operations than for kinetic ones. Had some (extremely) hypothetical 

way to kill bin Laden with a cyber weapon been available, for example, it is con-

ceivable that Obama might have opted for it even without a reliable means of 

conducting BDA. Using a cyber weapon, however, carries the risk that it might 

spread and infect third- party, or perhaps even friendly, IT systems. BDA would be 

extremely important to enable rapid action to mitigate the consequences.

Cyber BDA has been discussed very little in the open literature, so any discus-

sion is necessarily fairly speculative.29 Nonetheless, governments must have 

confronted this question. Israel, for example, is reported to have disabled Syrian 

air defenses with a cyber weapon, in combination with other tools, before its 

aircraft destroyed Damascus’s clandestine plutonium- production reactor in 

2007.30 Given that the human and diplomatic costs of having its aircraft shot 

down would have been high, Israel presumably had some means of verifying that 

it had indeed disabled Syria’s air defenses.

Network exploitations are presumably the principal tool for cyber BDA. (If a 

cyber attack has physical effects, other techniques for conducting BDA may be 

possible. Israel, for example, may have been able to monitor the electromagnetic 

emissions from Syria’s radars.) Indeed, one reason why cyber BDA may be less 

challenging than physical BDA is that a cyber weapon can potentially be pro-

grammed either to conduct an assessment of its own effects or to expropriate 

information on which such an assessment can be based. By contrast, adding 

sensors and transmitters for BDA onto a kinetic warhead is extremely diffi cult, if 

not impossible.

On balance, however, there are good reasons to expect that cyber BDA is likely 

to be more challenging than physical BDA, especially for highly precise attacks. 

(BDA for indiscriminate cyber attacks—against critical infrastructure, say—pres-

ents far fewer challenges.) For example, a cyber attack that is designed to pre-

vent an adversary from doing something, such as launching a missile, could 

present BDA challenges since the attacker might not know whether the cyber 

weapon had worked until the adversary tried to launch it. More generally, 

because the effects of many cyber attacks are temporary or reversible, effective 

BDA cannot rely on a “snapshot” of the target system at a certain moment; 

instead, continuous monitoring is required. Even if such monitoring is possible, 

cyber defenses may prevent the information from being sent to the attacker in a 

timely way. For example, if a cyber weapon is transported across an air gap in a 

physical storage device, information relevant to BDA could potentially be trans-

ported in the same way in the opposite direction; but such a process could be 

slow and perhaps too slow to be militarily useful. Finally, if using a cyber weapon 

reveals its own existence, the owner of the targeted IT system can take steps to 

secure its network and make it less visible, potentially defeating any exploitation 

being used for BDA. More ambitiously, the owner might even try to fool the 

attacker by allowing it to exfi ltrate deliberately misleading information about 

the effectiveness of the attack.31
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Overall, cyber BDA appears to be both important and diffi cult. Moreover, 

efforts to defeat BDA perhaps could become a signifi cant feature of cyber war-

fare. To this author’s knowledge, defeating BDA has not been a major focus of 

states’ attempts to undermine advances in PGMs, but efforts to defeat ISR capa-

bilities could have that effect. By contrast, it seems plausible that states could 

invest signifi cant resources in trying to defeat cyber BDA by developing rapid 

response capabilities. Indeed, the US military already has in place “Cyber Protec-

tion Forces . . . [to] defend priority [Department of Defense] networks and 

systems,” although whether these forces are tasked with attempting to foil 

adversary BDA attempts is unknown.32

Could Cyber Warfare Be Strategic?

Wars are fought for a political purpose. From almost as soon as aircraft were 

developed, proponents of airpower argued, or hoped, that it would prove to be 

strategic—that is, have the capability of effecting political objectives by itself. 

Before the advent of precision- guided weapons, decades of practical experience 

largely discredited these advocates. Large- scale conventional bombing—includ-

ing during World War II, the Korean War, and the Vietnam War—may have been 

called strategic, but this description can be applied accurately only to its scale, 

not to its effects.33 To be sure, dumb bombs have been useful military tools on 

occasion, but with the probable exception of the atomic bombs dropped on Japan 

in 1945, they never proved decisive.

The development of PGMs has revived belief in the strategic value of standoff 

attacks—at least if one goes by the actions of technologically advanced states. 

The United States and its allies have largely relied on air- delivered PGMs and 

ship-  and submarine- launched cruise missiles as their sole or primary military 

tools in multiple wars: Yugoslavia in 1999, Libya in 2011, and the confl ict against 

the so- called Islamic State that has been waged in Iraq and Syria since 2014. 

Additionally some senior US military offi cers expressed hope, both publicly and 

privately, ahead of the 1991 Gulf War, that the air campaign would force Iraq to 

withdraw from Kuwait.34 The tendency to want to count on standoff strikes is 

not exclusively an American one. Israel’s 2006 war in Lebanon and Saudi Arabia’s 

ongoing involvement in the civil war in Yemen also both started as standoff 

operations, with ground forces deployed only after PGMs proved ineffective at 

achieving political objectives.

Standoff operations may be extremely attractive to decision makers, but as 

these examples demonstrate, they have rarely been effective. The bombing of 

Yugoslavia in 1999 is the one indisputable success, although it was a close- run 

thing. Seventy- eight days of bombing were required—much more than originally 

anticipated—by which time the Coalition was close to collapse. Understanding the 

reasons why standoff strikes with PGMs have failed to achieve their goals casts 

light on the question of whether cyber weapons could prove to be strategic.35

There are two ideal- type strategies by which the employment of PGMs or 

cyber weapons could effect political change.36 A compellence strategy seeks to 
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infl ict pain and demonstrate the willingness to infl ict more with the aim of con-

vincing an adversary to concede. A denial strategy, by contrast, seeks to weaken 

the military forces that an enemy is using to prosecute a confl ict (and, perhaps, 

the enemy regime’s grip on power). In the real world, these strategies can 

become indistinct. For example, attacks against a state’s military- industrial sec-

tor can be justifi ed as denial but may also have, intentionally or otherwise, a 

punitive effect on civilians. Such attacks are exemplifi ed by both Allied and Axis 

bombing campaigns in World War II and by much more targeted strikes, such as 

those against Yugoslavia’s electricity and water system in 1999.37 Conversely, a 

denial strategy involving strikes against exclusively military targets would 

administer signifi cant punishment if the adversary’s leadership values its own 

grip on power and its military forces more than it does its citizens’ lives and 

well- being.38

Almost by defi nition, a denial strategy cannot precipitate political change if 

only standoff weapons—whether kinetic or non- kinetic—are employed. Even if 

standoff strikes succeed in degrading an adversary’s military capabilities, 

deployed forces are still required to capitalize on this weakness. In 2001, at the 

start of the Afghanistan war, for example, US airpower played a signifi cant role 

in weakening Taliban forces, but an armed opposition with broadly equivalent 

fi ghting skills to the Taliban was still needed to take and hold territory in physi-

cal battles.39 This opposition force took the form of the Northern Alliance, 

assisted by US special operations forces. Conversely, Saudi- led airstrikes against 

Yemen, which began in March 2015, failed to restore President Abdrabbuh Man-

sour Hadi to power after he had been deposed in a Houthi- led rebellion in large 

part because he lacked a ground force to take advantage of the strikes. Riyadh 

apparently hoped that the strikes would spark an anti- Houthi tribal uprising, but 

it did not occur.40 As a result, foreign- trained Yemeni fi ghters were inserted into 

Yemen in May 2015 and followed by forces from Saudi Arabia and the United 

Arab Emirates in progressively larger numbers.41

Similarly, even if cyber attacks prove highly effective at disrupting an ene-

my’s military operations, physical force will almost certainly be required to 

exploit this disruption. To be sure, the scenarios in which cyber attacks might 

prove useful could be very different from the Afghan or Yemeni scenarios since 

potential adversaries with cyber vulnerabilities range from non- state actors to 

sophisticated nation- states. But in all cases, success would surely demand a 

physical force in addition to a cyber force. In fact, against a sophisticated state, 

such as Russia or China, very considerable physical force might be needed as the 

state’s military would probably remain formidable even after its networks had 

been compromised—and not least because, in such a confl ict, US networks would 

probably be compromised too.42

A second issue is whether cyber weapons could be used to punish an adver-

sary until it submitted. Much of the existing debate on this point revolves around 

essentially technical questions.43 How plausible are cyber attacks against critical 

infrastructure? If such attacks did take place, would they cause large- scale death 

and long- lasting damage, or would their effects be less costly and more tempo-
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rary? An even more fundamental question needs to be addressed: Even if cyber 

attacks against critical infrastructure were relatively easy and even if such 

attacks caused massive and long- lasting damage, would they actually be effec-

tive at compellence?

The history of punitive kinetic attacks demonstrates that, under some cir-

cumstances, states (and non- state actors) can withstand astonishing levels of 

punishment without conceding. To be sure, whether highly damaging cyber 

attacks were effective at compellence might well depend on what was at stake 

and the commitment of society at large to the cause. As the bombing of Yugosla-

via in 1999 demonstrates, standoff operations can sometimes be effective in 

forcing one state to bend to another’s will. But as the conventional bombing of 

British, German, and Japanese cities during World War II also illustrates, much 

greater levels of death and destruction can prove insuffi cient. Given that cyber 

weapons are unlikely to infl ict costs on anything approaching that scale—even if 

the direst predictions about their destructive potential are realized—it should 

not be assumed that they would be effective tools for compellence.

Moreover, compellence may be even more diffi cult with cyber weapons than 

with kinetic weapons for at least one reason: compellence does not rely on 

infl icting pain per se but on the threat to keep doing so until an adversary con-

cedes.44 Meting out some punishment may well be necessary to make such a 

threat credible, but infl icting even high levels of pain may not establish credibil-

ity if the victim believes that the attacker is unwilling or unable to continue. This 

theoretical problem could become a real complication in a campaign of cyber 

compellence since, after the fi rst wave of attacks, the victim might be able to 

take steps that would make further attacks much more diffi cult. Most obviously, 

the victim could analyze the virus (or viruses) that perpetrated the attacks and 

the means by which its IT systems were penetrated and use this information to 

patch vulnerabilities. Next, it could implement enhanced cybersecurity mea-

sures to reduce generic vulnerabilities, and it could try to “hack back” against 

the perpetrator to disrupt further attacks. Such steps would reduce the likeli-

hood of compellence being successful. Again, however, there could be no guar-

antees. The time required to analyze the cyber weapon could be too long for the 

results to be useful in preventing further attacks.45 Even if the analysis could be 

completed quickly, its utility might be limited if the attacker had developed mul-

tiple cyber weapons that all worked in different ways. Nonetheless, the basic 

point remains: compared to kinetic compellence, cyber compellence faces addi-

tional challenges.

To be sure, steps to enhance the cybersecurity of critical infrastructure are 

highly worthwhile. Although the repeated unsuccessful attempts at compellence 

with kinetic weapons suggest that cyber compellence might also prove unsuc-

cessful, it still might be attempted. Meanwhile, some actors, including terrorists, 

may try to attack critical infrastructure for reasons other than compellence. 

Nonetheless, understanding the challenges of cyber compellence is useful in 

constructing more effective cyber defenses. Specifi cally, rapid response capabil-

ities that enable a state to analyze cyber attacks on critical infrastructure quickly 
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and use that information to prevent further attacks would be particularly useful 

in defeating attempts at compellence. Indeed, the US Department of Defense has 

recently stood up “National Mission Forces . . . [to] defend the United States and 

its interests against cyberattacks of signifi cant consequence.”46 While the exact 

task of these forces is not publicly known, simply their existence might contrib-

ute to deterring attempts at compellence.

* * *
Focusing on the analogy between cyber weapons and PGMs risks giving the 

incorrect impression that the former are simply a new kind of the latter. They 

are not; further, they have many important differences, both obvious and subtle. 

Cyber weapons can often reach their targets effectively and instantaneously, 

though they can also be designed to have a delayed effect. Kinetic weapons gen-

erally travel much more slowly than cyber weapons, but if and when the former 

reach their targets, they usually have an almost instantaneous effect. PGMs are 

also limited by range, a concept without much meaning in cyberspace. Some 

cyber weapons can create reversible effects, whereas the effects of kinetic weap-

ons are almost always irreversible.

More subtly, cyber vulnerabilities can usually be addressed relatively quickly. 

Thus, it is unlikely that a cyber weapon can be used repeatedly over the course 

of a multiday confl ict without becoming obsolete. In fact, a cyber weapon might 

be effective only once. As a result, even if a state has stockpiled many different 

cyber weapons, it likely will face strong pressures to be highly selective in their 

employment. By contrast, while using a kinetic weapon certainly can provide an 

adversary with information that is useful in developing countermeasures, 

exploiting such information generally takes much longer than in the case of 

cyber weapons (the development of a new air defense system, for example, typ-

ically takes years). Therefore, advanced states can and do stockpile PGMs of a 

given type in large quantities and are increasingly using such weapons by default 

instead of dumb bombs. Indeed, as confl icts proceed, states tend to use ostensi-

bly precise weapons in increasingly less selective ways, vitiating the putative 

special purpose of these weapons and depleting their stocks.

Another potential false impression is that based on the experience of PGMs, 

cyber weapons are unlikely to have signifi cant implications for warfare. While it 

is still far too early to assess with any confi dence exactly how military operations 

in cyberspace will change armed confl ict, that such changes will be far- reaching 

seems entirely possible. Indeed, for all the limitations associated with PGMs, 

plenty of evidence shows that their development does represent a revolution in 

military affairs. These weapons are not usually able to achieve war aims by 

themselves, but they have altered leaders’ calculations about the use of force and 

have thus altered national strategies. Moreover, because of the challenges asso-

ciated with the effective employment of PGMs, the precision revolution is still 

incomplete. As states further develop ISR and BDA capabilities (and overcome 

other barriers), PGMs can be expected to become more potent at the tactical 

level and perhaps even at the strategic level too.
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Similarly, the advent of cyber warfare will probably further lower the threshold 

for the use of force. Senior offi cials—at least in the United States—have said as 

much. In 2014, for example, Eric Rosenbach, then an assistant secretary of defense, 

stated, “The place where I think [cyber operations] will be most helpful to senior 

policymakers is what I call in ‘the space between.’ What is the space between? . . . 

You have diplomacy, economic sanctions . . . and then you have military action. In 

between there’s this space, right? In cyber, there are a lot of things that you can do 

in that space between that can help us accomplish the national interest.”47

Yet the analogy with PGMs suggests that the ability of states to employ cyber 

weapons effectively is likely to lag their desire to use them. In fact, it may take 

decades not only for states to understand the limitations of cyber weapons and 

whether and how these limitations can be overcome but also for the full implica-

tions of cyber warfare to become apparent.
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The week before Barack Obama fi rst took the oath of offi ce as president of the 

United States in January 2009, he entered the Oval Offi ce for one of those great 

traditions of American democracy, the moment when the president- elect meets 

with the sitting president for a candid conversation about the global realities he 

is about to face.

There was very little that Obama and George W. Bush liked about one another. 

Obama had been elected on a platform of extracting America from what he once 

called “dumb wars” of occupation. Bush, in Obama’s thinking, had two traits that 

did not go well together—an absence of intellectual curiosity, which led him to 

take questionable intelligence that crossed his desk at face value, and an over- 

tendency to reach for military force when it came to exerting American power. 

To Obama the 2008 election had been a referendum on the wars in Iraq and 

Afghanistan. To Bush, Obama’s election was symbolic of a nation that still could 

not face the hard lessons of the September 11, 2001, attacks; particularly, he felt 

America had to think differently about conducting an aggressive, anticipatory, 

and sometimes preemptive defense.

But in their meeting that day, Bush told his successor that, politics aside, there 

were two programs he would be foolish to abandon, because they could both 

protect the nation and potentially save his presidency. The drone program was, 

by that day in 2009, the least covert program in the arsenal of counterterrorism 

measures of the Central Intelligence Agency (CIA). The agency used armed, 

remotely piloted vehicles to wipe out small clusters of militants as they plotted 

against US forces in Pakistan and Afghanistan. The use of drones, while still lim-

ited, surged during the Bush administration. When the 9/11 attacks happened, 

drones had been entirely a surveillance platform, and their utility had been 

largely dismissed by the US Air Force, which never viewed unmanned aerial 

vehicles (UAVs) as real airplanes since they were not fl own by pilots who put 

their lives at risk. Necessity changed this way of thinking. The Predator and ulti-

mately its much larger cousin, the Reaper, were equipped with missiles that 

could wipe out a living room full of suspected terrorists and usually keep the 

house next door untouched. Use of the Predator was limited in Bush’s early days 

DAVID E. SANGER

Cyber, Drones, and Secrecy4
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in offi ce, with the relatively small fl eet divided between the Iraqi and the Afghan- 

Pakistani theaters. But by the time of Obama’s inauguration, the planes were 

rolling off the production line.

The second program the two men discussed in that meeting was, in contrast, 

perhaps the most covert program in the US government and known only to a 

very tight group of aides. It was code- named Operation Olympic Games. Obama 

knew a bit about it from his security briefi ngs as a candidate, but he had not been 

immersed in the details. He was about to be.1

Olympic Games was the fi rst truly sophisticated offensive cyber operation in 

American history. Like armed drones, cyber weapons had been born of neces-

sity—in this case, the need to slow the development of Iran’s nuclear program. It 

had been the brainchild of a fl edgling offensive cyber operation built within US 

Strategic Command, a unit better known for tending to America’s strategic 

nuclear weapons, and of cyber operators at the National Security Agency. Later, 

the CIA would play a larger and larger role. But unlike with drones, the success 

of the Olympic Games operation was far more uncertain.

The fi rst tests were promising. A “worm” was inserted into the computer con-

trollers that commanded the operation of centrifuges inside the Natanz nuclear 

enrichment center. By 2009 the worm was already succeeding at speeding up 

and slowing down the supersonic machines, sending them spinning out of con-

trol. Best of all, the Iranians had not fi gured it out. Unlike the targets of drone 

operations, they did not know they were under attack, though some harbored 

suspicions. But the effects so far had been limited; without a doubt, they were 

less dramatic than a drone strike.

In his fi rst year in offi ce, Olympic Games became the vehicle for Obama’s 

primer in America’s nascent offensive cyber capabilities. From the same newly 

renovated Situation Room where he reviewed the details of the drone program, 

the new president examined, time and time again, a giant schematic of the Natanz 

nuclear enrichment plant spread out before him. A range of offi cials—intelligence 

offi cers, generals, lawyers—circulated in and out and explained how the most 

sophisticated new weapon in the American cyber arsenal, later dubbed Stuxnet, 

was being aimed at critical clusters of centrifuges in Iran’s nuclear program. The 

operation had been developed in concert with Israel’s Unit 8200; indeed, when 

details leaked in 2012, Israeli offi cials, while not publicly acknowledging the 

effort, privately took credit for its success. In fact, some Israelis contended that 

they were more responsible for the operation’s development than were offi cials 

in Washington.2

Whatever the origin, Olympic Games was seen in Washington as an alterna-

tive to bombing Iran’s nuclear facilities, and to the Americans it was a way of 

focusing Israel’s energies on a project that promised to slow Iran’s progress with 

a limited risk of triggering yet another Middle East war. And yet, as in the drone 

program, there was a deep sense of the experimental nature of the enterprise. 

Cyber weapons had been used before but largely in computer- on- computer 

attacks. No one could remember a case where an American president oversaw a 

cyber attack on physical infrastructure, hoping that it could accomplish what 
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previously would have required bombs or saboteurs. As with the drone program, 

every debate about how and when to deploy America’s cyber capabilities, and 

under what rules of engagement, seems to carve new territory.

Today as President Trump has taken over far more mature drone and cyber 

programs, clearly the two weapons raise similar moral and legal issues that 

future presidents will have to grapple with. Indeed, Pentagon offi cials openly 

wonder whether the next major global confl ict might open in cyberspace and be 

prosecuted by a range of new, autonomous weapons—not only aerial unmanned 

vehicles but also undersea ones. And yet these drone and cyber weapons, nur-

tured by the same policymakers and sometimes used in the same confl icts, have 

taken very different paths—as have the questions surrounding their use.

The drone became President Obama’s weapon of choice, as an alternative to 

sending troops into areas of the world that Obama feared would become quag-

mires. He used drones in Pakistan against al Qaeda, in the Horn of Africa against 

al- Shabaab militants, in Yemen against a variety of extremist groups, and in Iraq 

and Syria against the Islamic State. In most of those cases, the CIA conducted 

the attacks under Title 50 authority, which outlines the authorities for “covert 

action.” Thus, the United States could not acknowledge the strikes, and any rules 

of engagement would also be kept secret. Obama, in a candid discussion with law 

students at the University of Chicago in April 2016, conceded that this did a “dis-

service” to the creation of legal and ethical standards for the strikes, something 

he said he was trying to repair.3

In those same comments, Obama acknowledged that in his fi rst years in offi ce 

he was concerned that the drone program had a weak legal basis. He had never 

suggested it at the time as the administration alternated between ducking ques-

tions about the program and simply defending its use.

“I think it’s fair to say that in the fi rst couple of years of my presidency, the 

architecture—legal architecture, administrative architecture, command struc-

tures—around how these [strikes] were utilized was underdeveloped relative to 

how fast the technology was moving,” he said. He told the students that he 

pushed his staff to come up with a complex set of rules and legal strictures to 

make sure each strike comported to the rules of law—that is, that they amounted 

to a proportionate use of force, that civilian casualties were limited, and that the 

United States was not creating as many or more adversaries as it was killing.4 As 

the program sped ahead and emerged from the shadows, Obama made an effort, 

one that only partially succeeded, to move more of the program out of secret 

intelligence channels and more into the hands of the US Air Force, where strikes 

and their adherence to law could be more openly debated. Near the end of 

Obama’s presidency, National Security Adviser Susan Rice, in a speech at the US 

Air Force Academy in Colorado Springs, thanked the academy for turning out a 

new generation of combatants with an understanding of the rules that governed 

this new weapon and with an ability to handle the many stresses of using it.5

It is not clear that Obama and Rice could have given the same set of speeches 

about cyber weapons, which they discussed far less frequently. Indeed, though 

cyber weapons can usually be employed in a far less lethal manner than guided 
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missiles shot from a drone, they have been deployed less frequently and under 

rules of engagement that are far less clear, at least to the public. Indeed, the rules 

for cyber weapons have seemed more diffi cult to develop, for the effects of a 

cyber strike are not as predictable as those for drone strikes.

These differences have given rise to one of the many oddities in the way gov-

ernments and policymakers think about employing drones and employing cyber 

weapons. Since 2004, armed drones have been aimed at killing people, mostly 

suspected terrorists. Cyber weapons, in contrast, have been focused on an adver-

sary’s weapons systems, facilities, and equipment that can be repaired. One would 

think that given the difference in lethality, there would be more hesitance to use 

a drone than a cyber weapon. Oddly, exactly the opposite has been the case.

Why is that? Perhaps drones seem to be an extension of any other kinetic 

weapon, although they unleash more precisely targeted bombs and thus may 

seem a more humane way to execute a military or covert operation. But the 

answer may also have to do with the unpredictability of cyber attacks. The con-

cerns about what could go wrong—the possibility that code could escape and 

wreak havoc on a broad swath of civilians while perhaps only temporarily dis-

abling its intended target—almost paralyze cyber operators. The president had 

to intervene in the fall of 2015 to get the US Cyber Command to turn its digital 

guns on the country’s number one terrorist enemy at the time, the Islamic State.

The Islamic State example is a telling one. Mr. Obama and his staff talked about 

those attacks because they took place in an environment that seemed closer to 

traditional war than to covert action. And in a war, the law of armed confl ict 

frames the choices. Decision makers may be more cautious and more restrained 

than required under the law, but the rules of war create limits. US Cyber Com-

mand constantly holds meetings to assess whether the use of cyber weapons 

complies with the principles of necessity, discrimination, and proportionality—

that is, the rules that would apply in the case of an armed attack.

But in peacetime, or in times of confrontation that have not yet turned to 

open confl ict, calculating what types and levels of coercion are legitimate is far 

more diffi cult. This creates a political and strategic challenge as much as a legal 

and tactical one. Conducting attacks with drones or malware that seem shock-

ing, callous, unfair, misdirected, or damaging to “bystanders” can easily sow 

backlash at home or inside friendly states. It can spur terrorist recruitment, and 

it can encourage retribution. The choices framed in this chapter assume that 

most cyber attacks, like most drone attacks, will take place in the gray area 

between declared state- on- state war and peacetime operations. In short, the 

decisions President Donald Trump will have to make will likely be similar to the 

vexing choices Mr. Obama faced on whether to use cyber weapons as an alterna-

tive to more traditional forms of low- level warfare, even while recognizing that, 

sooner or later, that may escalate the global use of cyber weapons. Only at the 

end of the Obama administration was it possible to start comparing the issues, 

and lessons, raised by using drones and cyber weapons. Much more analysis will 

likely be possible years from now, as details of the two programs are declassifi ed 
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or leaked, but now one can reach some tentative conclusions, rooted in the early 

histories of both programs.

The Light- Footprint Strategy

From the early years of the Obama administration, these two weapons—drones 

and cyber—became keystones of what is known as the “light- footprint” strategy. 

(The third element was the increased reliance on special operations forces.) Both 

drones and cyber weapons allowed for remote- control attacks, which are politi-

cally attractive in a country tired of casualties from two grinding ground wars. 

Both weapons were stealthy. Both were cheap, at least by the standards of a 

Pentagon burning through more than $600 billion a year. That combination soon 

made them as irresistible to Obama as they had been to his predecessor. The low 

cost meant that the president could experiment with them without needing a 

big appropriation from Congress. Moreover, they were swathed in secrecy, 

meaning, among other things, that it was still possible to hide mistakes.

They were also, as Obama would soon learn, capable of redefi ning a presi-

dent’s view of how to exercise military power. Obama reserved to himself the 

right to authorize the use of both weapons. By 2012 the president was personally 

overseeing the “kill list,” the list of potential human targets for the drones. He 

was also overseeing the fi rst use of cyber weapons and worrying about the prec-

edents that he was setting for a new age of cyber confl ict, one in which America 

would be vulnerable.

Yet how these two programs were viewed and employed would diverge during 

the Obama presidency. Drones became caught up in a political fi restorm. At 

home it became clear that the “clean” kills of these precise weapons often 

involved considerable collateral damage, a fact the Obama administration went 

to some lengths to downplay. The remote- control nature of the killings raised 

moral and ethical questions, some voiced by former UAV pilots. And America’s 

monopoly on the technology—and thus its ability to set some norms about their 

use—faded as other countries raced to match the US drone capability. Israel and 

China both have advanced programs; most others are still catching up.

Cyber attacks, because they are so stealthy and their effects often so hard to 

see, were treated more as a state secret—and were less politically charged. But 

the barrier to entry for other countries was low, and as Obama entered the twi-

light of his presidency, many sophisticated players existed. Olympic Games 

proved to be the start of a new era of state- sponsored cyber attacks. Seven years 

after Obama’s meeting with President Bush, Russia, China, North Korea, and Iran 

had all launched state- sponsored attacks and had become far more skilled at 

cyber exploits and espionage.

The policy of secrecy surrounding the drone and cyber programs diverged as 

well. The administration wisely gave up its futile effort to avoid talking about 

drones; since each attack was reported in the media, the technology was not 

deniable. In the White House press room, where offi cials had been instructed by 

19029-Perkovich_Understanding.indd   6519029-Perkovich_Understanding.indd   65 8/16/17   8:02 PM8/16/17   8:02 PM

© 2017 Georgetown University Press. All Rights Reserved. This PDF is intended for non-commercial use by individuals. 
For all other types of re-use, please contact Georgetown University Press at gupress@georgetown.edu. 



66 Sanger

lawyers not to discuss drones at all, or at least not those operated by the CIA, the 

fi ction that the weapon did not exist gradually faded. By 2013 the president him-

self had delivered a detailed speech about the legal basis for the drone program 

and had joked about the weapon on a late- night comedy show and at the 2010 

White House Correspondents Dinner. His administration worked to develop what 

one aide called a regular order of procedures and considerations about using the 

unmanned, remotely piloted killing machines—and of special rules for when 

they were used, in rare cases, against an American citizen. The president, in 

short, was trying to get out ahead of the public debate, to defi ne a set of rules for 

a new era of confl ict, and to normalize use of the weapon for his successor.

But he could not—or at least did not—do the same for cyber. Other than acknowl-

edging, almost in passing, that the United States makes use of offensive cyber 

weapons, he refused to discuss them in public, save for acknowledging in 2016 

that cyber weapons were being employed against the Islamic State. (His last dep-

uty secretary of defense, Robert Work, even went to some rhetorical lengths 

when he told reporters that the United States was “dropping cyberbombs” on 

the extremist group, an effort to analogize the imagery of kinetic activity to 

what appeared to be fairly standard efforts to disrupt the command- and- control 

mechanisms of the jihadist group.)6

When cyber capabilities were discussed, it was in the vaguest terms. The 

whole technology was still considered to be classifi ed. To this day, Olympic 

Games has never been offi cially acknowledged, nor have the lessons of its suc-

cesses and failures been publicly debated. The result is a stilted conversation 

that impedes debate about how, when, and under what authorities the United 

States could use cyber weapons. Worse yet, there is little public debate of how to 

develop a doctrine for both deterrence and offensive uses. The admiral who 

commands both the National Security Agency and US Cyber Command—the 

heart of the offensive cyber weapons effort—conceded in many public forums 

that the United States was still struggling to develop a theory of cyber deter-

rence that is analogous to the deterrence theory that surrounds nuclear weap-

ons. In short, the United States found itself, at the time of this writing, still unable 

to do what it managed to accomplish in the nuclear age: keep the details of the 

weapon itself classifi ed but hold a vibrant, unclassifi ed debate about its use.

To understand the commonalities and the differences in American debates 

over how to use drones and cyber weapons, it is fi rst necessary to consider how 

the weapons differ.

A Short History of Drones and the Myth of Perfect Aim

It did not take long for Obama to embrace his predecessor’s advice to retain and 

accelerate the two secret programs.

For a new president seeking a way out of Iraq and debating a brief surge in 

Afghanistan, drones were particularly attractive. The more Obama learned about 

the technology, the more he turned to it. The fi rst term of his administration saw 
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about three hundred drone strikes in Pakistan alone, roughly a sixfold increase 

from the number during the entire Bush administration.

The increase was striking. But it did not become an issue in President Obama’s 

re- election bid in 2012, and that alone is telling. Obama’s liberal base preferred to 

ignore that the man they elected to change the course of American national secu-

rity had embraced a vivid symbol of the Bush era. The right wing, which wanted 

to portray Obama as a “community organizer,” did not want to cite evidence that 

he was using the drone as a killing machine more frequently than his predecessor 

had. Since it fi t no one’s preferred electoral narrative, it was rarely an issue.

My New York Times colleague Charlie Savage put the appeal of the UAVs quite 

well in Power Wars, his study of the legal struggles of the Obama administration 

to create a legal framework for these new weapons:

Under Obama, remote- controlled aircraft were becoming the weapon of 

choice for strikes away from the traditional battlefi elds. In part this is 

because he had far more of them to deploy than Bush had had—the tech-

nology was brand new and it had taken time to ramp up production. But 

Obama was also enraptured by their potential for risk reduction. Conven-

tional air power strikes put American pilots—and sometimes Special Oper-

ations spotters on the ground—at risk. By contrast, if a drone crashed or 

was shot down, its pilot still went home for dinner. They also enabled oper-

ators to watch a target for a long period before unleashing a missile, which 

held out the promise of greater precision and fewer civilian deaths.7

That set of qualities in the drone—its clandestine operation (with the atten-

dant plausible deniability and limited oversight), casualty- free nature (for the 

attacker), persistence over the target, and apparently dead- true aim—was both 

attractive and deceiving. Persistence allowed a pilot with a joystick somewhere 

in the Nevada desert to watch a target for days, but it also offered false confi -
dence that the trigger would be pulled at just the right time. Often it was not. 

American efforts to dispute the existence of collateral damage soon collapsed 

under further study.

The trouble became particularly acute after the Bush administration autho-

rized “signature strikes” in 2008. No longer would drone operators have to hunt 

an identifi ed individual terrorist or militant. Instead, a motorcade that appeared 

to be carrying a group of Taliban or al Qaeda militants became a legitimate tar-

get, even if there was no great certainty about who was inside the cars.8 So would 

a gathering in which a terror suspect met with colleagues, even if the latter were 

unknown to the drone operator. When my colleague Eric Schmitt and I fi rst 

reported on this change in policy, in which “patterns of life movement” made for 

new target sets, our story explained why the pace of strikes rose so quickly 

during the last months of the Bush administration and at the beginning of the 

Obama administration: the weapon had moved from one used for “targeted kill-

ing” to one used for protecting the US military.
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But the wider use of signature strikes created problems similar to the attribu-

tion problem that plagues the investigation of cyber attacks. By defi nition, the 

intelligence surrounding a signature strike is imprecise. That motorcade could 

be full of al Qaeda terrorists. Or it could be full of teenagers or guests for a wed-

ding. In the cyber realm, it is diffi cult to imagine that the president would allow 

a strike against, say, a Chinese computer server simply because an attack on the 

Pentagon looked typical of Chinese behavior. It could, in fact, be an elaborate 

ploy. Yet in the drone world, the United States was essentially doing exactly 

that—striking cars that moved in ways “typical” of al Qaeda. No wonder Obama 

expressed misgivings about the rules of engagement.

Signature strikes quickly raised questions about the standards of intelligence 

used to authorize an attack. Precisely because the identities of the targeted indi-

viduals were unknown, the success of the missions became far harder to measure 

and often far more dubious. Collateral damage soared. By one outside estimate, 

482 drone strikes in Pakistan, Afghanistan, and Yemen resulted in around 289 

civilian casualties.9 And even after a strike the CIA oftentimes had no idea who 

some of the occupants in the motorcade or a meeting actually were.

This posed both a statistical and a political problem: suddenly the precision 

killing tool looked less precise. The solution was a piece of statistical innovation. 

Soon all males older than grade- school age who were killed in a strike were 

counted as “presumed combatants,” even if their identities were unknown.10 As 

intended, this vastly lowered the collateral damage statistics. In congressional 

oversight hearings and in speeches, the UAV was once again described as an 

instrument of remarkable wartime precision.11

Of course, in places like Pakistan the level of resentment against drones 

soared. Pakistani media often exaggerated the collateral damage and failed to 

report the killing of true militants and terrorists. At other times, misjudgment 

by American operatives led to tragedy. Local tribesman told stories of an attack 

on a jirga (assembly) at which some Taliban members came to act as mediators: 

when the drone- launched missile struck, the Taliban died, and so did many of 

the tribal elders. Over time the drone became the symbol of an aggressive, heart-

less America, its image sketched out in markets in Peshawar. Its constant over-

head buzz, with its suggestion of imminent death and wreckage, became 

associated with a distant power that did not know how to control the weapon in 

its hands.

One such strike resulted in a considerable tightening of the targeting roles. 

After a minor rebellion in the Obama war cabinet, led by Secretary of State Hil-

lary Clinton and Chairman of the Joint Chiefs Adm. Michael Mullen, the adminis-

tration concluded that the signature strike standard was simply too loose.12 

American ambassadors were given far more authority to sign off on—or halt—a 

strike in “their” territory, an imposition of State Department control that quickly 

resulted in serious confl icts with the CIA and the Pentagon. The latter agencies 

were not accustomed, or very happy, with the idea of career foreign service offi -
cers limiting their ability to pull the trigger.
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Over time, Obama himself became deeply involved in debating what was a 

legitimate target and what was not, a subject that appealed to his legal training 

but also left him feeling deeply uneasy. My colleagues Scott Shane and Jo Becker 

captured this in a story about the president’s direct role in approving the kill list, 

or those targeted for assassination from the air.

Mr. Obama is the liberal law professor who campaigned against the Iraq 

war and torture, and then insisted on approving every new name on an 

expanding “kill list,” poring over terrorist suspects’ biographies on what 

one offi cial calls the macabre “baseball cards” of an unconventional war. 

When a rare opportunity for a drone strike at a top terrorist arises—but his 

family is with him—it is the president who has reserved to himself the fi nal 

moral calculation.

“He is determined that he will make these decisions about how far and 

wide these operations will go,” said Thomas E. Donilon, his national security 

adviser. “His view is that he’s responsible for the position of the United 

States in the world.” He added, “He’s determined to keep the tether pretty 

short.”13

In an interview late in his presidency, Obama refl ected on how American lead-

ers found themselves making these life- and- death decisions from conference 

rooms in Washington. It started, he said, with the best of intentions after 9/11. 

Referring to both the military and the CIA, he noted that “they started just going 

because the goal was let’s get al Qaeda, let’s get these leaders. There’s a training 

camp here. There’s a high- value target there. Let’s move.”

Obama then went on to offer the most detailed explanation any American 

president has given of the kind of structure he tried to impose around the rules 

of engagement for using of drones:

Given the remoteness of these weapons and their lethality, we’ve got to 

come up with a structure that governs how we’re approaching it. And that’s 

what we’ve done. So I’ve put forward what’s called a presidential directive. 

It’s basically a set of administrative guidelines whereby these weapons are 

being used.

Now, we actually did put forward a non- classifi ed version of what those 

directives look like. And it says that you can’t use these weapons unless you 

have near certainty that there will not be civilian casualties; that you have 

near certainty that the targets you are hitting are, in fact, terrorist organi-

zations that are intending to do imminent harm to the United States. And 

you’ve got all the agencies who are involved in that process, they have to 

get together and approve that. And it goes to the highest, most senior levels 

of our government in order for us to make those decisions.

And what I’ve also said that we need to start creating a process whereby 

this—whereby public accountability is introduced so that you or citizens or 
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members of Congress outside of the Intelligence Committee can look at the 

facts and see whether or not we’re abiding by what we say are these norms.

And we’re actually—there’s a lot of legal aspects to this because part of 

the problem here is, is that this drone program initially came through the 

intelligence side under classifi ed programs, as opposed to the military. Part 

of what I’ve also said is I don’t want our intelligence agencies being a para-

military organization. That’s not their function. As much as possible this 

should be done through our Defense Department so that we can report, 

here’s what we did, here’s why we did it, here’s our assessment of what 

happened.

And so slowly we are pushing it in that direction. My hope is, is that by 

the time I leave offi ce there is not only an internal structure in place that 

governs these standards that we’ve set, but there is also an institutional-

ized process whereby the actions that the U.S. government takes through 

drone technology are consistently reported on, on an annualized basis so 

that people can look.

And the reason this is really important to me—and this was implied in 

your question—is there is a lot of misinformation about this. There is no 

doubt—and I said this in an interview I think recently—there is no doubt 

that some innocent people have been killed by drone strikes. It is not true 

that it has been this sort of willy- nilly, let’s bomb a village. That is not how 

folks have operated. And what I can say with great certainty is that the rate 

of civilian casualties in any drone operation are far lower than the rate of 

civilian casualties that occur in conventional war.14

Does Obama’s Drone Standard Work for Cyber Strikes?

Obama’s explication of how he tried to develop rules for the use of drones is 

worth considering as parallel questions are addressed on the use of cyber 

weapons.

The initial parallels are striking. In the debate over Olympic Games, Obama 

showed a similar concern over making sure “you can’t use these weapons unless 

you have near certainty that there will not be civilian casualties.” He wanted to 

ensure that local Iranian hospitals, for example, were not taken out along with 

the Natanz centrifuges. He succeeded in avoiding such a scenario in that case, 

but in many other cases where cyber will be most useful—for example, taking 

out a power grid or a cell phone network—the ultimate effects are unpredictable 

and could well result in the loss of civilian lives.

In cyber attacks, the decision- making also “goes to the highest, most senior 

levels of government.” Under existing directives, only the president can autho-

rize offensive cyber strikes in both peacetime and wartime. Of course, reality is 

more complicated. Is a preventive or preemptive effort to block an attack on the 

United States—say, by taking out a server in China or North Korea—an “offen-

sive” strike? Or is it simply “active defense,” even if it looks to the target country 

like an act of offense?
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But one of Obama’s standards—that the “targets you are hitting are, in fact, 

terrorist organizations that are intending to do imminent harm to the United 

States”—does not fi t at all. That criterion clearly did not fi t the Iran case. Its 

government might be a state sponsor of terror, but it was not a terrorist organi-

zation. Its drive to produce a nuclear weapon was a threat to the United States 

but not an imminent one, for it was months, if not years, away. (The cyber 

attacks on the Islamic State, of course, were far more in line with the Obama test 

for drones.)

In fact, the drone standard laid out by Obama may be of only limited use when 

applied to cyber confl ict. And it is worth remembering that cyber capabilities 

have some unique advantages over drones:

• Cyber strikes can be dialed up and dialed back; thus, the level of damage is, 

theoretically, much easier to control.

• Most cyber strikes do not necessarily lead to fatalities.

• If the strike is well hidden, it is entirely possible that the same target can be 

hit repeatedly, giving the president the option of starting with a small 

attack and increasing the level as needed.

• Not only is a cyber strike more plausibly deniable than a drone strike, it is 

possible to make it look as if someone other than the true attacker is 

responsible. For that reason, the levels of transparency that President 

Obama ultimately sought to achieve for US drone operations would likely 

be resisted by both the Pentagon and the intelligence community.

This last difference is worth a bit more consideration. The availability of out-

right secrecy surrounding cyber strikes—or, at a minimum, plausible deniability—

may create an incentive particularly for intelligence agencies to use the weapon 

more aggressively. So far there is no way to measure that accurately from the 

outside, as no records of how many cyber strikes take place (and defi nitions of a 

“strike” would likely vary) and no discussion of what percentage of proposed 

strikes are actually executed are made public. Some anecdotal evidence suggests a 

reluctance to conduct cyber strikes because the code could act in unpredictable 

ways and perhaps reveal the identity of the country that launched it. It is a legiti-

mate fear, for that is exactly what happened in the case of Olympic Games.

In short, one signifi cant disadvantage of using cyber weapons is that the 

results can be signifi cantly more unpredictable than many advocates of the 

technology admit. The immediate impact is diffi cult to assess because so much 

depends on the inner workings of the target and the quality of the intelligence 

about that target. Further, its long- term consequences are almost impossible to 

anticipate. Code mutates. It is cut up into smaller pieces and used for other 

purposes. The list of what can go wrong—or at least of what is unexpected—is a 

long one.

Moreover, the experience with drones has made some in Washington worry 

about the international reaction if the United States is linked to an attack on a 

state. Drones fostered the image of the United States as an uncaring superpower 
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using its technological edge to rule the world; cyber attacks could make it look 

callous should they affect a power grid or a hospital. (American offi cials found it 

easier to boast about cyber attacks on the Islamic State for a few reasons: the 

target group is widely reviled, and because it has no real infrastructure of its 

own, apart from stolen oil rigs, an attack carried little risk of worsening the lives 

of ordinary Iraqis and Syrians.)

It is not clear whether the ability to cloak the identity of the cyber attacker 

encourages nations to conduct attacks or whether the fear of revelation acts as a 

brake. The latter appears to have held sway, according to anecdotal evidence, in 

some cases when the US Cyber Command drew up plans for possible attacks. 

Doubtless the calculus is different in every case. As one senior American offi cial 

told the author, “If we are aiming at a state, with all the questions of violating 

sovereignty, the standards for assuring you can act covertly are much higher.”

Geography Still Matters

In the run- up to the Iraq War in 2002, George W. Bush gave a set- piece speech in 

the grand hall of the Cincinnati train station, warning of the evils Saddam Hus-

sein could impose on the United States.15 Many shaded truths in the speech were 

worthy of question, especially in retrospect. But even at the time, one section 

appeared particularly fanciful. Bush raised the specter that the Iraqi leader 

would fl oat a ship off the coast of the United States and launch an attack with a 

secret fl eet of UAVs armed with chemical or biological weapons that could be 

dropped on American cities. The idea never quite garnered the ridicule it 

deserved, for the ship would have been a sitting duck for the US Coast Guard or 

the navy, and biological and chemical weapons are hard to disperse effectively. 

But the imagery of a fl otilla of drones illustrates the fi rst signifi cant difference 

between drones and cyber: with drones, geography still matters, as it limits the 

weapon’s effectiveness.

Fourteen years after that speech was delivered, it is still hard to imagine how 

a foreign power could launch such an attack. A base near the United States would 

be necessary, and, of course, hiding such an air base would be diffi cult. Thus, the 

Bush administration needed to conjure up a ship- based solution to the problem.

Cyber capabilities, in contrast, defy all geographic limits. Had he possessed 

the coding talent, Saddam Hussein would have been able to launch cyber attacks 

from one of his garish palaces. (He never seemed interested, but perhaps he 

would have been if he had survived another decade.) Moreover, cyber attacks 

are much easier to hide than a fl eet of UAVs. Attacks can emanate from a Peo-

ple’s Liberation Army tower in Shanghai, from a cell of North Koreans operating 

in Thailand, from a bot reproducing itself on Grandma Smith’s home computer 

in Des Moines, or from a university in the American South. In fact, each of those 

places has been the source of attacks seen in the United States since 2012.

Certainly, the ability to detect such cyber threats—addressing the “attribution 

problem”—has come a long way in recent years. Walking into the Department of 

Homeland Security’s giant, space- age- looking command post in suburban Virginia, 
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it looks like a fl ight control center, with screens monitoring levels of Internet 

activity and malware across the nation. In the case of the North Korean attack on 

Sony Pictures Entertainment in late 2014, it took US intelligence agencies only a 

few days to conclude with high certainty who the attackers were. (That process 

was aided by the fact that the United States had pierced North Korea’s networks, 

for other reasons, four years before and could detect post facto evidence of the 

attack in its systems.) Figuring out the source of attacks on banks that use the 

SWIFT banking system took longer although some of the code appeared to be very 

similar to what was used against Sony. In that case, the US government was more 

cautious. It was all a reminder that in the cyber realm, attribution remains as much 

art as science.

For now cyber can create a much larger swath of destruction than can drones, 

though the effects of a cyber attack are more reversible, or at least fi xable, than 

those of a drone strike. That may not remain true for long. Eventually drones 

may be capable of being armed with weapons of mass destruction of some form, 

but the very thing that makes drones stealthy—their ability to fl y “under the 

radar”—also currently makes them too small to carry much punch. So today they 

pose a direct threat to small clusters of terrorists and to commercial aviation. 

Their ability to create mass casualties is limited. In short, drones are a contain-

able problem—or at least a manageable one. For a foreign state, they are not a 

weapon of choice: their range is too limited, and over time the chances of discov-

ery are high. For a terrorist seeking to do high- publicity damage, it is cheaper 

and easier to mount an automatic weapons attack.

Cyber capabilities, in many ways, pose the opposite problem. The oceans and 

wide spaces that give America protection from an overwhelming attack of UAVs 

offer no such protection in the cyber realm. From a keyboard in Moscow or 

Shanghai, Pyongyang or Tehran, the world is borderless, and information travels 

nearly instantaneously. No local crews are needed to maintain the weapon or 

refuel it. If adjustments need to be made to the weapon, the work can be done 

from half a world away. As one cyber warrior put it, “With cyber you don’t have 

a Djibouti problem”—a reference to the problem of negotiating, then maintain-

ing, a launch base in a faraway nation. All cyber war can be distant, yet its effects 

can be local.

Even if an attacker is identifi ed with high certainty, however, the barriers to 

taking preemptive defensive action remain extremely high and even far higher, 

at least for now, than if the United States saw a physical attack massing on the 

border. Consider these scenarios: If North Korea were to launch a missile in the 

general direction of the West Coast of the United States, there is little question 

that the United States would try to shoot it down. (In fact, Defense Secretary 

Donald Rumsfeld ordered Pacifi c Command to be ready to do just that when the 

North Koreans were threatening a launch in 2006.16) If Mexico sent an armed 

drone over the border, undoubtedly the United States would again try to shoot it 

down. But what if the National Security Agency saw a Sony- like attack massing 

in a North Korean server or in the computers of a Mexican drug lord? It is far 

from clear what the US response would be. The Defense Department doctrine on 
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cyber activity states that in certain cases an attack would merit a national 

response, but the threshold is understandably vague. So is the nature of the 

response. Would the United States simply block the attack—something compa-

nies and virus protection software do every minute of every day? Or would it 

seek to take out the source, which could be a server, a den of hackers, or a mili-

tary cyber unit?

The legal debate in the United States about what constitutes a threat worthy 

of preemption goes back to the missives exchanged by Daniel Webster and his 

British counterpart after a half- baked scheme to attack Canada resulted in Brit-

ain’s burning the steamboat Caroline in 1837.17 But the hesitance to, say, fry a 

server in Shanghai where malware is being assembled to attack an American 

company raises a new level of complexity. While the armed drone coming over 

the border is an obvious threat, the code fl owing across a fi ber- optic cable 

beneath the sea is not so obvious. The Chinese attacker would doubtless say that 

the code he sent around the world was benign, and it may, at fi rst glance, appear 

that way. Proving the code was Chinese, sanctioned by the Chinese government, 

contained malware, and was intended to do great harm (rather than merely 

facilitate espionage) would be enormously diffi cult and likely pit one group of 

experts against another.

Indeed, it already has. The opening attack on Sony Pictures was an implant 

that surveyed the company’s computer systems, probing its vulnerabilities. For 

months it acted more like an unarmed drone, interested only in espionage, than 

an armed one. But once in place and after it had surveyed Sony’s weaknesses, the 

malware turned to another purpose—an attack. In short, it morphed from benign 

to deadly at the fl ip of a switch.

No one saw that coming, least of all Sony’s leadership. But one senior US intel-

ligence offi cer told me that “even if we had known in advance what the code 

could do, it’s not clear we would have struck back.” It is unclear whether he 

thought President Obama acted cautiously because of the absence of a smoking 

gun to prove North Korea culpable or because the administration debated and 

doubted how aggressively the US government should retaliate for an attack on 

what was a private entity rather than a public one.

Moreover, when the United States publicly declared North Korea was the cul-

prit, many experts responded it was wrong.18 The attack wasn’t from the North, 

they said, but from a group of hackers pretending to be under the command of 

North Koreans. Others said Sony was the victim of hacktivists or teenagers.

It is not surprising that the Pentagon is spending so much time thinking about 

asymmetric responses to cyber attacks; this retaliation may be of an entirely 

different nature than counterattacking in the cyber realm. In the case of China, 

US retaliation came in the form of indicting offi cers from Unit 61398 of the Peo-

ple’s Liberation Army. While it made Justice Department offi cials feel good, 

whether it made much difference in Chinese thinking about future attacks is 

debatable. Some believe that the public shaming chastened President Xi Jinping 

and other Chinese offi cials and forced them into an agreement with the United 

States. Others think that agreement was largely for show.
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In the North Korea–Sony Pictures case, modest sanctions were imposed; it is 

unclear whether covert action was taken to disable North Korea’s limited num-

ber of Internet protocol addresses. In other cyber attacks—the Iranian attacks 

against Saudi Aramco (2012), the Sands Casino and American banks (2014), and 

even the New York dam (2013)—there has been no noticeable response or at least 

no public one.19

Then another debate faced the Obama administration in developing cyber 

weaponry: what to do about collateral damage?

In approving the Olympic Games attacks, President Obama asked detailed 

questions about whether the computer worm could hit a hospital or a school, or 

whether it could end up taking out the local power grid. He was assured it could 

not, and there is no evidence of collateral damage resulting from the strikes 

themselves.

But another unanticipated form of that attack’s damage came later. When the 

Stuxnet worm leaked out, the whole world could see the code that created it. 

Moreover, it could see the “modules” of the code itself. Many of these modules 

have served as the building blocks of other weapons, which other people have 

used in other attacks. One security researcher recently told the author that fi ve 

years later, “elements of the Stuxnet worm are still being used in other mal-

ware.” The weapon itself wasn’t reproduced. But its parts were.

In short, drones and cyber weapons pose different kinds of collateral damage 

challenges. In the case of drones, there is no doubt where the strike will occur; 

the only question is whether civilians in the area may also be killed. In the case 

of cyber attacks, the question is whether the weapon can be contained days, 

weeks, or months after its launch. It does not expire after the fi rst contact with 

the target, and it may take many forms, and reach many places, that its designers 

never intended. As the Stuxnet attacks showed, the United States and Israel went 

to some lengths to prevent collateral damage by having the code expire after a 

set date. Such efforts can mitigate the damage. But even today, elements of that 

attack live on, repurposed for different kinds of attacks.

The Secrecy Conundrum

One additional conundrum arises when comparing the drone program to the 

cyber program—namely, secrecy.

As noted earlier, whatever secrecy surrounded the drone program eroded 

quickly, and by 2013 the president spoke openly about the limits he wanted to 

place on the weapon’s use. Whether one agrees with those limits—or with the 

concept of moving more drones to the Pentagon so that missions must be 

accounted for publicly rather than be hidden by the CIA—the doctrine can now 

be openly debated.

Not so with cyber capabilities, at least not yet. The Pentagon has published 

some policy and standards, but all the hard questions—including the conditions 

under which to use the weapons, as well as the kinds of targets that are consid-

ered legitimate—have been avoided in public.
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Clearly, a centrifuge facility is on the list of legitimate targets, and so would be 

a launch facility. But what about a central bank, given the enormous vulnerabil-

ity of the United States to fi nancial disruption? And if a central back could be 

targeted, what purpose would be deemed permissible: to gain private informa-

tion that could be publicized, to deny service for some time, or to corrupt the 

integrity of fi nancial data? Each type of attack would carry different implications 

for the object of the attack and for the international standard that it could set. 

Would an enemy nation’s utility grid be an acceptable target, given the vulnera-

bility of our own grid to counterattack? This question does not arise as often in 

the context of UAVs, which could take out a power station but not an entire 

electrical network.

And who gets to retaliate? While many Americans now own drones, they are 

almost all—thankfully—unarmed. Developing malware has fewer barriers. Does 

it make sense to keep the current US legal ban on “hacking back”? If so, does this 

prohibition harm the nation’s ability to build robust cyber defenses and create a 

deterrent? Could other forms of active defense, such as inserting beacons to 

trace the location of stolen data, be developed that would be less risky?

And when would the government intervene to use its own power? If there was 

a drone attack on New York City, undoubtedly the Air National Guard would step 

in to protect the air space. But cyberspace is different. Former defense secretary 

Ashton Carter said he could imagine a federal response in only about 2 percent 

of all cyber attacks; given the huge number of cyber attacks that take place daily 

on government and civilian targets, that percentage seems high. So far, only a 

handful of publicly known cases have merited any signifi cant federal response.

Sparking the Debate

There is no reason these questions cannot be debated by the American people. 

From 1945 through the Cold War, almost everything about nuclear weapons 

was classifi ed top secret or above. Yet the country managed to debate nuclear 

doctrine in the open, determining a set of rules over when the United States 

would use them. That debate ended in a very different place than it began. The 

world gained confi dence in the US government’s ability to control nuclear 

weapons because of that debate. And the United States set standards that others 

now follow.

The public is now having a similar debate about drones, though a vigorous 

press had to help drag the government to that point. Yet in the cyber arena, 

similar discussions have only just begun. US Cyber Command has started to dis-

cuss publicly, in the most halting way, the issues confronting the use of cyber 

weapons. The fear of revealing the size and scope of the US investment in cyber 

capabilities, however, has frozen many of the most important discussions. 

Sooner or later that debate will be opened up just as it was in the nuclear era and 

just as it has, more recently, on the issue of drones. Such debates have proved 

critical in defi ning the use of state- of- the- art technologies that can be turned 

into new kinds of weaponry. Such discussions will be vital in the cyber realm.

19029-Perkovich_Understanding.indd   7619029-Perkovich_Understanding.indd   76 8/16/17   8:02 PM8/16/17   8:02 PM

© 2017 Georgetown University Press. All Rights Reserved. This PDF is intended for non-commercial use by individuals. 
For all other types of re-use, please contact Georgetown University Press at gupress@georgetown.edu. 



Cyber, Drones, and Secrecy 77

Notes
David E. Sanger, a national security correspondent for the New York Times, is an adjunct 

lecturer at the Kennedy School of Government at Harvard University and a senior fellow 

at the school’s Belfer Center for Science and International Affairs. The views expressed 

in this chapter are his own. 

1. The author has written extensively about the involvement of Presidents Bush and 

Obama in the Olympic Games program. See David E. Sanger, Confront and Conceal: Obama’s 
Secret Wars and Surprising Use of American Power (New York: Crown, 2012), prologue, ch. 8; 

and David E. Sanger, “Obama Order Sped Up Wave of Cyberattacks against Iran,” New 
York Times, June 1, 2012, 1.

2. See David E. Sanger, “A Spymaster Who Saw Cyberattacks as Israel’s Best Weapon 

against Iran,” New York Times, March 22, 2016. The late Meir Dagan, who was the director 

of the Mossad and a key player in the Israeli side of Olympic Games, chastised the author 

for not giving Israel enough credit for its role in the operation.

3. See transcript of Obama’s talk. Offi ce of Press Secretary, “Remarks by the Presi-

dent in a Conversation on the Supreme Court Nomination,” University of Chicago Law 

School, April 8, 2016, https://www.whitehouse.gov/the- press- offi ce/2016/04/08

/remarks- president- conversation- supreme- court- nomination.

4. Ibid.

5. Susan E. Rice, “The Global Campaign against ISIL—Partnerships, Progress, and the 

Path Ahead,” remarks as prepared for delivery at the US Air Force Academy, Colorado 

Springs, April 14, 2016, https://www.whitehouse.gov/the- press- offi ce/2016/04/14

/remarks- national- security- advisor- susan- e- rice- us- air- force- academy.

6. Both Mr. Obama’s and Mr. Work’s comments were widely reported in April 2016. 

For example, see David E. Sanger, “U.S. Cyberattacks Target ISIS in a New Line of Com-

bat,” New York Times, April 24, 2016, http://www.nytimes.com/2016/04/25/us/politics

/us- directs- cyberweapons- at- isis- for- fi rst- time.html?_r=0.

7. Charlie Savage, Power Wars: Inside Obama’s Post- 9/11 Presidency (New York: Little, 

Brown, 2015).

8. Eric Schmitt and David E. Sanger, “Pakistan Shift Could Curtail Drone Strikes,” 

New York Times, February 22, 2008.

9. Micah Zenko and Amelia Mae Wolf, “Drones Kill More Civilians Than Pilots Do,” 

Foreign Policy, April 25, 2016.

10. Jo Becker and Scott Shane, “Secret ‘Kill List’ Proves a Test of Obama’s Principles 

and Will,” New York Times, May 29, 2012, http://www.nytimes.com/2012/05/29/world

/obamas- leadership- in- war- on- al- qaeda.html?pagewanted=9&_r=1&hp&adxnnlx

=1338289213- gFazCDrgzwY2RtQCER9fGQ&pagewanted=all.

11. See Steve Coll, “The Unblinking Stare,” New Yorker, November 24, 2014, http://

www.newyorker.com/magazine/2014/11/24/unblinking- stare.

12. Adam Entous, Siobhan Gorman, and Julian Barnes, “U.S. Tightens Drone Rules,” 

Wall Street Journal, November 4, 2011.

13. Ibid.

14. Offi ce of Press Secretary, “Remarks by the President.”

15. David E. Sanger, “Bush Sees ‘Urgent Duty’ to Pre- empt Attack by Iraq,” New York 
Times, October 8, 2002.

16. For further discussion of the US consideration of shooting down a Taepodong 

missile over the Pacifi c, see my account in The Inheritance: The World Obama Confronts and 
the Challenges to American Power (New York: Three Rivers Press, 2010), 322–23.

19029-Perkovich_Understanding.indd   7719029-Perkovich_Understanding.indd   77 8/16/17   8:02 PM8/16/17   8:02 PM

© 2017 Georgetown University Press. All Rights Reserved. This PDF is intended for non-commercial use by individuals. 
For all other types of re-use, please contact Georgetown University Press at gupress@georgetown.edu. 



78 Sanger

17. I discussed the incident, and the difference between preemption and preventive 

war, in David E. Sanger, “Beating Them to the Prewar,” New York Times, September 28, 2002.

18. David E. Sanger, Michael S. Schmidt, and Nicole Perlroth, “Obama Vows a Response 

to Cyberattack on Sony,” New York Times, December 19, 2014.

19. The Bowman Avenue Dam hack, allegedly carried out by a group of Iranian hack-

ers, took place in Rye Brook, New York, in March 2013. Authorities alleged that seven 

Iranian hackers penetrated the computer- guided controls of the dam, which was under 

repair and offl ine at the time. The Manhattan US Attorney indicted the hackers in March 

2016 for both the dam hack and a series of cyber attacks on major US fi nancial institutions. 

For more information, please see Joseph Berger, “A Dam, Small and Unsung, Is Caught 

Up in an Iranian Hacking Case,” New York Times, March 25, 2016, http://www.nytimes

.com/2016/03/26/nyregion/rye- brook- dam- caught- in- computer- hacking- case.html.

19029-Perkovich_Understanding.indd   7819029-Perkovich_Understanding.indd   78 8/16/17   8:02 PM8/16/17   8:02 PM

© 2017 Georgetown University Press. All Rights Reserved. This PDF is intended for non-commercial use by individuals. 
For all other types of re-use, please contact Georgetown University Press at gupress@georgetown.edu. 



PART II

What Might Cyber Wars Be Like?
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Originally this chapter was to explore an analogy between cyber warfare and 

Russia’s traditional conception and practice of information warfare (IW). 

However, an examination of Russian strategy, argumentation, and practice in 

Estonia, Georgia, and Ukraine between 2006 and 2016 demonstrates that the 

relationship between cyber warfare and IW is not analogous but rather some-

thing more. Russia has integrated cyber and information warfare organically 

into its planning and capabilities to project power. As the US director of 

National Intelligence Gen. James Clapper testifi ed in 2015, before the cyber 

attack on the Ukrainian electricity sector, Russia was establishing a cyber 

command to conduct

offensive cyber activities, including propaganda operations and inserting 

malware into enemy command and control systems. Russia’s armed forces 

are also establishing a specialized branch for computer network operations.

Computer security studies assert that unspecifi ed Russian cyber actors 

are developing means to access industrial control systems (ICS) remotely. 

These systems manage critical infrastructures such as electric power grids, 

urban mass transit systems, air traffi c control, and oil and gas distribution 

networks. These unspecifi ed Russian actors have successfully compromised 

the product supply chains of three ICS vendors so that customers download 

exploitative malware directly from the vendors’ websites along with rou-

tine software updates, according to private sector cybersecurity experts.1

Clearly, Russian national security agencies are preparing for contingencies in 

the cyber domain as much as their counterparts in the United States, China, 

Israel, the United Kingdom, France, and other states are. What may be distinctive 

in Russia, as the examples presented in this chapter suggest, is the conception of 

cyber attacks as an organic element of a long- standing approach to political war-

fare and information operations (IO).

In Russian discussions and practice, distinguishing cyber war from IO is virtu-

ally impossible.2 For Moscow they both come under the heading of attributes of 

information confrontation (Informatsionoye protivoborstvo [IP]), or IW, and are 

STEPHEN BLANK

Cyber War and Information 
War à la Russe5
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to be fully integrated in any campaign with military operations.3 Beginning with 

Chechnya in 1999–2000 and through the confl icts in Estonia, Georgia, and 

Ukraine, Moscow has systematically employed its concepts of IW.4 As is discussed 

in the following sections, the December 2015 malware assault that shut down 

several Ukrainian electricity transmission facilities was the most vivid example.

Russian conduct of both IW and cyber war builds on earlier foundations of 

what George Kennan called political warfare.

Political warfare is the logical application of Clausewitz’s doctrine in time 

of peace. In broadest defi nition, political warfare is the employment of all 

the means at a nation’s command, short of war, to achieve its national 

objectives. Such operations are both overt and covert. They range from 

such overt actions as political alliances, economic measures (as ERP [Euro-

pean Recovery Plan]—the Marshall Plan), and “white” propaganda to such 

covert operations as clandestine support of “friendly” foreign elements, 

“black” psychological warfare and even encouragement of underground 

resistance in hostile states.5

Tactics and strategies developed and employed during the Soviet period have 

served as a foundation for establishing new strategies that incorporate some of 

the century- old Leninist repertoire and new trends like IW, as defi ned by Mos-

cow, for the conduct of continuous political warfare against hostile targets. 

Although some Russian and foreign observers use new terms such as “nonlinear” 

or “new generation” warfare to describe Russia’s practice and often say they 

merely mimic techniques used by the United States to interfere in other states, 

the IW that Russia conducts today follows the logic of past Soviet and Russian 

political warfare.

This chapter sketches those historical patterns and explores how newer forms 

of cyber operations fi t into them, drawing on the experiences of Estonia in 2007, 

Georgia in 2008, and Ukraine in 2014–15.6 For Russia, cyber operations may rep-

resent new forms of military operations, but they have grown organically out of 

Soviet thinking and tactics about political warfare.7 This observation raises, 

among other things, the question of whether Russia regards and treats cyber 

capabilities differently than do other states and, if so, how these differences 

might be managed if not reconciled. It also may suggest that states will tend to 

utilize new technologies, including cyber, according to familiar strategies, cul-

tural, and institutional predilections.

Russia’s Permanent Siege Mentality

Russian national security policy begins with the perception that Russia lives in a 

constant state of siege that includes intelligence operations and the overall 

national security challenges posed by adversaries that are led by the United 

States. As Christopher Andrew and Vasili Mitrokhin wrote about the Soviet 

regime’s abiding mind- set, “All authoritarian regimes, since they regard opposi-
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tion as fundamentally illegitimate, tend to see their opponents engaged in sub-

versive conspiracy.” President Vladimir Putin and his associates, like their 

forebears, have frequently expressed their belief that the conspiracies directed 

against them are mainly foreign in origin.8

In Russia, there is no hard-and-fast distinction between peace and war as 

there is in American strategic thinking. The US military has a concept of “phase 

zero,” or the stage antecedent to war. Rather, given its perception of permanent 

and protracted confl ict, Russia is every day preparing for war by deploying all 

the instruments of state power globally to enhance its security and interests.

Observing the operations of Russian state and associated criminal actors on a 

day- to- day basis demonstrates that the entire Russian state participates in polit-

ical warfare, IW, and actual military operations. Russian offi cial documents on 

national security since 2009 have all been plans for mobilizing the entire state 

for confl ict.9 If one reads the 2009 document and the 2015 national security strat-

egy and tracks behavior of the regime since 2009, then it becomes clear that the 

entire state is being put on a mobilization footing. Not only do they systemati-

cally reinforce the message that Russia is under attack from both US- led IW and 

military threats but also the regime has allocated massive resources to spend on 

information operations like Russia Today and “troll factories” in Russia.10 Defense 

spending and the industry it supports are portrayed as locomotives of economic 

growth as well as security measures.11

The instruments by which Russia conducts its operations are fundamentally 

nonmilitary and represent a Russian version of the term “whole of government.” 

Although Moscow is clearly willing to use force as in Georgia and Ukraine, those 

military operations represent the culmination (or at least the intended culmi-

nating point) of a strategy premised on years- long operations using coordinated 

nonmilitary instruments and military threats to subvert targeted governments 

from within. In other words, IW, which includes cyber warfare, saturation of the 

media, and psychological operations, is intended to achieve the results that 

direct force would otherwise have to accomplish. Just as some Russian commen-

tators maintain that the end of the Cold War and even the US occupation of 

Germany and Japan after 1945 were massive information operations leading to 

strategic victories without fi ring a shot, they maintain that properly conducted 

IW can give Moscow much, or all, of the victory it currently seeks at much lower 

cost. To the extent that hostile interventions in other states cannot be certainly 

attributed to Russia, Moscow can avoid or complicate any reprisals by its adver-

saries. And given that cyber operations do not rise to a level of violence that the 

North Atlantic Treaty Organization (NATO) regards as “military operations,” 

NATO leaders are hesitant to respond.12

The concepts underlying these operations evolved in response to the fi scal, 

moral, and intellectual trauma that the Soviet and Russian military establish-

ments experienced from at least 1991–2000 due to the discrediting effects of their 

opposition to reform and their malfeasance in the First Chechen War between 

1994 and 1996. The Russian establishment saw the United States and NATO as 

mounting an unstoppable threat to its interests and identity as an imperial great 

19029-Perkovich_Understanding.indd   8319029-Perkovich_Understanding.indd   83 8/16/17   8:02 PM8/16/17   8:02 PM

© 2017 Georgetown University Press. All Rights Reserved. This PDF is intended for non-commercial use by individuals. 
For all other types of re-use, please contact Georgetown University Press at gupress@georgetown.edu. 



84 Blank

power. NATO enlargement, the 1998–99 war in Kosovo, and Western support for 

the democratization of former Soviet states manifested this threat and intensifi ed 

Russia’s feeling of being under siege. In the Second Chechen War, from 1999 to 

2007, Moscow effectively insulated the Russian information space from outside 

infl uence. Since Russian elites clearly believed that the loss of domestic public 

support during the First Chechen War was a major factor in Russia’s defeat, they 

were determined to prevent that from happening again. State efforts to curtail 

media access and reporting in the Second Chechen War ensured that popular 

support for Russia’s military operations would be staunch and enduring. The gov-

ernment waged a systematic campaign to capture Russian hearts and minds, 

recognizing that target as the true center of gravity. Public support was an invalu-

able lubricant of the armed forces, and a media campaign was mounted to mobi-

lize that public support, to isolate the insurgents from domestic and foreign 

support, and to frame the war as an antiterrorist campaign.13 Enduring public 

support allowed Putin to give the military a freer rein to fi ght a long war without 

any hint of public opposition. Russia’s effective insulation of the theater and of 

the Russian media space demonstates how important control of the media and of 

the “narrative,” or “framing,” is to any war- winning strategy. This tactic enabled 

Russia to pursue and conduct sustained and vicious operations that included the 

use of thermobaric weapons, among other instruments.14

Building on the brutal success of the second Chechen campaign, Putin sought 

to rethink contemporary warfare and rebuild an effective military. If the United 

States is seen as the world’s dominant military power with its array of sophisti-

cated weapons platforms, the challenge is to fi nd ways for Russia to win on dif-

ferent terms. It should not be surprising that the current strategy, much like that 

of 1921–39, identifi es surrogate forms of power to compensate for defi ciencies in 

sophisticated armaments. Thus, asymmetric war, including IW and IO, gained 

adherents because it increasingly seemed a safe alternative at much lower cost 

than direct military confrontation with NATO or the United States, given Rus-

sia’s economic inferiority and military shortcomings. Russian writers also clearly 

believed that Russia itself was under information attack and that retaliation was 

obviously justifi ed.15 Moreover, the lack of enemy capabilities for defi nitive 

attribution and the fact that information warfare tools could be used like a ther-

mostat, with the temperature being constantly adjusted as needed, lowered the 

risk to Russia.

The analogy to the Soviet period here is quite striking. As Jonathan Haslam 

has observed, “Special operations were used by the Soviet Union against prewar 

Poland. So special operations, or war by other means, were very much a feature 

of the 1920s, which was also a time of relative Soviet military weakness. Asym-

metrical activities with covert operations were a substitute for not having the 

use of direct military power.”16

Indeed, in 2007 Defense Minister Sergei Ivanov suggested,

The development of information technology has resulted in information 

itself turning into a certain kind of weapon. It is a weapon that allows us to 
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carry out would- be military actions in practically any theater of war and 

most importantly, without using military power. That is why we have to 

take all the necessary steps to develop, improve, and, if necessary—and it 

already seems to be necessary—develop new multi- purpose automatic 

control systems, so that in the future we do not fi nd ourselves left with 

nothing.17

The creative adaptation of earlier concepts and practices has proven useful to 

Moscow. Despite its strategic inferiority vis- à- vis the United States and NATO, 

Russia has won every war in which it has participated since 2000. Its successful 

use of IW in all these operations attests to its improved grasp of how information 

and cyber operations (which are a unifi ed phenomenon in its thinking) contrib-

ute to victory.

Estonia

In 2007 the Estonian government moved a statue commemorating the Soviet 

Union’s liberation of Estonia in World War II, defying Russian threats of reprisal if 

it did so. Immediately, Russians in Estonia demonstrated en masse. A widespread 

cyber attack was launched on Estonia’s essential information and computer tech-

nology infrastructure: banks, telecommunications, media outlets, and name serv-

ers.18 The offensive included denial of service, botnets, hacking, and systematic 

attacks on government offi ces, banks, and communications networks.19 This “war” 

lasted from April 26, 2007, until mid- May 2007.

While these attacks were occurring, Moscow instituted sanctions on Estonia, 

demanded a revision of its laws concerning its Russian minorities, and called it a 

fascist or pro- fascist regime.20 Moscow organized violent demonstrations in Tal-

linn among the Russian diaspora there. Meanwhile, the Russian youth organization 

Nashi (Ours) demonstrated at the Estonian Embassy in Moscow. This organization, 

like other such youth groups in Russia, is a creation of the Putin regime. Moscow 

has also employed Nashi and similar groups against other foreign embassies and 

domestic dissidents.21

The use of botnets precludes defi nitively identifying the source of attacks. 

Yet, although the cyber attack on Estonia cannot be conclusively traced to the 

Russian government, the available evidence is overwhelming: it was a prede-

signed Russian attack. Duma deputy Sergei Markov, a frequent Russian govern-

mental spokesman, boasted in 2009 that his assistant and offi ce were behind the 

attacks and that more such events would happen.22 (President Putin has admit-

ted that he began planning the Georgian war of 2008 in 2006. Estonia may possi-

bly have been a cyber dress rehearsal for that war as well as a probe of Estonian 

defenses and NATO’s response.23)

Estonian authorities’ investigation of the April–May 2007 incidents revealed 

that planning for the demonstrations and cyber strikes in Tallinn began in 2006, 

or well before any sign that the monument would be removed, which was the 

ostensible pretext for the Russian attack.24 “They were planned in advance and 
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at least somewhat coordinated, as Russian- language forums were full of the 

preparations and planning in the days leading up to the attacks. The Estonian 

government even planned to release news of the strike three days before it began 

but was dissuaded by the European Union (EU) because of an upcoming meeting 

between then EU president and German chancellor Angela Merkel and Russian 

president Vladimir Putin.”25 Indeed, in a 2006 article, Russian scientists forecast 

the exact nature of how botnets would be used to achieve denial of service in 

targeted computers.26

Estonian authorities observed that the demonstrations in Tallinn resembled 

earlier tactics and efforts by Soviet and Russian Federation authorities to desta-

bilize or even unseat governments deemed insuffi ciently friendly or obedient—

for example, the Czechoslovak and Bulgarian governments in postwar Europe.27 

Estonian authorities recorded the presence of Russian special forces in civilian 

clothes at the demonstrations, though it is not clear which of the many different 

kinds of the Russian special forces they meant.28

By disrupting and possibly unhinging the Estonian government and society, 

and by demonstrating NATO’s incapacity to protect Estonia against this novel 

form of attack, the cyber attacks aimed to compel Estonia to consider Russian 

interests in its policies. In other words, it had a classically Clausewitzian objec-

tive of bending the enemy—Estonia, in this case—to Russia’s will. In Estonia, as 

perhaps in the later case of Georgia, the attack may have refl ected not only an 

effort to correct Estonia’s behavior or infl uence its orientation but also a desire 

to punish it and deter others from following suit by making it an example of the 

risks to anyone who crosses Russia.29

Estonian authorities (and others) believe that Russia aimed to incite large 

enough demonstrations that they would provoke violence. Then, they argue, 

Moscow could have used the ensuing violence as a pretext for launching an anti- 

Estonian insurgency that could have justifi ed either direct Russian support for 

the insurgents or even Russian military intervention, as occurred in Crimea in 

2014. Though Western audiences might consider such threat assessments and 

scenarios far- fetched, the Estonians and other neighbors of Russia do not. The 

resemblances to earlier Soviet operations, the nature of the attacks, and the 

foreshadowing of the Crimean operation are more than suggestive. Indeed, 

the use of disaffected ethnic minorities and anger at the Baltic states’ “lack of 

gratitude for independence” are long- standing Russian and Soviet tactics as are 

the organization of minority or other mass demonstrations.30 Of course, it is 

inherent in the nature of cyber operations that they frequently cannot be defi n-

itively attributed to a particular source. It is but one aspect of their value.

A main goal of hybrid war—including its information and cyber dimensions—

is to instill a feeling of constant political and economic insecurity among the 

target state’s population. This pressure—in the form of trade wars, energy black-

mail, propaganda, diplomatic deceit, and coercion to join alternative regional 

integration projects—has been felt by the post- Soviet states of the EU Eastern 

Partnership: Armenia, Azerbaijan, Belarus, Georgia, Moldova, and Ukraine. Since 

their independence most of the Eastern Partnership states have felt that they 
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live in an insecure environment because of existing frozen confl icts, among 

other reasons. In this region, hybrid warfare aims less at the security and more 

at the stability of the region. In such conditions, the desire for stability is intense 

and can easily be manipulated. The campaign’s main idea is that there is no sta-

bility without Russia.31

In the words of Estonian defense minister Jaak Aaviksoo, “It is true to say that 

the aim of these attackers was to destabilize Estonian society, creating anxiety 

among people that nothing is functioning, the services are not operable. This 

was clearly psychological terror in a way.”32 This observation confi rms John 

Arquilla’s insight: “Terror has been a part of war for a long time, and many cen-

turies ago began to slip the bonds of the national and/or imperial ‘monopolies’ 

on its practice. Beyond this sense of its lasting presence in history, there are also 

abundant signs of terror’s conceptual similarity with war as we have generally 

conceived of it for millennia.”33

Another strategic purpose of the cyber operation against Estonia, as perceived 

by Estonian authorities, was to test to what degree European security institu-

tions like the EU, NATO, and the Council of Europe would stand by the country. 

In this regard, Estonians say, Russia not only was surprised to fi nd the strong if 

somewhat belated response by the EU and Council of Europe but was also disap-

pointed by the lack of support by Russians living in Estonia.34 However, NATO’s 

response was late in coming. This also could have been instructive to Moscow 

and its neighbors.

Moving from Russia’s strategic objectives to its operational practice, new 

forms of IW or of large- scale infl uence buying can be seen as updated analogues 

of Soviet ideological warfare and subvention of foreign communist parties and 

their media after 1921 that was intended to keep enemies “off balance.” This 

strategy often involves the collaboration of Russia’s largely state- owned energy 

fi rms, intelligence agencies, organized crime, and embassies in buying up key 

businesses in targeted states; in donating funds to political movements and pol-

iticians, thereby compromising them; and in general exercising a covert infl u-

ence on local politics. This strategy informs Russian policy from the Baltic to the 

Black Sea and in the war against Ukraine.35 This strategy goes beyond Russia’s 

tense relations with its neighbors and encompasses the potential for waging 

such war farther afi eld against hostile governments in Europe and elsewhere or 

as part of an insurgency within a state.

Cyber attacks may play a role as needed in implementing such a strategy or 

may be self- standing operations in their own right that can be endlessly repeated 

and turned on or off. Indeed, the cyber attacks on Estonia occurred within the 

context of Russia’s unyielding efforts to exploit the energy dependencies of all 

three Baltic states—Latvia, Lithuania, and Estonia—and used the combination of 

energy monies, bought and subverted politicians, intelligence penetration, and 

organized criminal syndicates to exert constant pressure on the Baltic, East 

European, and Central Asian states.36

In Estonia and in subsequent manifestations of IW and IO, the Russian govern-

ment has cooperated with organized crime structures such as the Russian Business 
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Network (RBN) to launch attacks. According to researchers Eli Jellenc and Kim-

berly Zenz:

RBN is a cyber crime organization that ran an Internet service provider 

(ISP) until 2007 and continues to be heavily involved in cyber crime such as 

phishing, malware distribution, malicious code, botnet command and con-

trol, DDOS [distributed denial of service] attacks, and child pornography. 

. . . While it is not certain that RBN is directly connected to the Russian 

mafi a, it is highly likely. RBN is heavily involved in child pornography, 

which is traditionally controlled by the Russian mafi a, and its offi cial leader, 

who goes by the alias “Flyman,” is suspected of running those operations 

(and of possibly being a pedophile himself). It is also known that Flyman 

has family connections to the government: his father or uncle was involved 

in politics in St. Petersburg before taking an important position at a minis-

try in Moscow. Another RBN member, Aleksandr Boykov, is a former lieu-

tenant colonel in the Federalnaya Sluzhba Bezopasnosti (FSB, the successor 

agency to the KGB). While it is currently not possible to prove that RBN has 

worked in tandem with the FSB or other security services (collectively, the 

siloviki), it is likely that they are at least connected.

When RBN offi cially hosted Internet services between early 2006 and 

November 2007, it was linked to 60 percent of all cyber crime.37

RBN may have suspended its operations since 2007. But cybercrime has grown 

signifi cantly since 2007 and has spread across numerous ISPs. Therefore, cyber-

security experts continue to use the term “RBN” to refer to the loosely organized 

group of cyber criminals based in Russia, and cyber activity and crime by this 

group continue to remain high.38

The Estonian case refl ects the logic of political warfare and its information 

warfare components that have long been part of Soviet and Russian strategy and 

practice. While the post- communist era brought changes, including the promi-

nence of criminal syndicates and the use of unoffi cial groups such as hacktivists, 

the tactic of exerting coercive pressure on neighboring nations and states is not 

new. One year after the cyber attacks on Estonia, Georgia experienced a similar 

campaign.

Georgia

In Georgia Russia fi rst attempted to combine kinetic and cyber attacks against 

command- and- control and weapons systems on the one hand, and information- 

psychological attacks against media, communications, and perceptions on the 

other hand. In other words, Russia organically integrated what Western sources 

would consider cyber attacks into a broader information and military operation. 

Although the results were mixed, the Russian political- military leadership has 

deeply studied this campaign and sought to refi ne for future use the tactics used 
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in both aspects of its IW campaign against Georgia. Richard Weitz of the Hudson 

Institute observed,

The techniques used by the Russian attackers suggest they had developed a 

detailed campaign plan against the Georgian sites well before the confl ict. 

The attackers did not conduct any preliminary surveying or mapping of 

sites [which might have prematurely alerted Georgian forces], but instead 

immediately employed specially designed software to attack them. The 

graphic art used to deface one Georgia Web site was created in March 2006 

but saved for use until the August 2008 campaign. The attackers also rapidly 

registered new domain names and established new Internet sites, further 

indicating they had already analyzed the target, written attack scripts, and 

perhaps even rehearsed the information warfare campaign in advance.39

Capt. Paulo Shakarian noted similarly that beyond the direct attacks on Geor-

gian state institutions, the cyber campaign was part of a larger information bat-

tle between Russian media and the Georgian and Western media for control of 

the narrative. Here Russian bloggers were able to fl ood a CNN- Gallup poll with 

posts stating that Russia’s cause was justifi ed, and attempted to prevent Geor-

gian media from telling Tbilisi’s story.40 In the early stages Russian “hacktivists” 

shut down the websites of Georgia’s president, Ministry of Defense, Ministry of 

Foreign Affairs, Parliament, National Bank, the English- language online news 

dailies The Messenger and Civil Georgia, and the online Rustavi 2 television channel 

while also defacing the websites of the Ministry of Foreign Affairs and the 

National Bank.41

In the Georgia war of 2008, clearly Russian profi ciency at IW had substantially 

improved from the Estonian operation. Russian military commanders, working 

with hackers, in both cases directed computers from locations throughout the 

world to attack Estonian and Georgian sites, thereby creating botnets.42 Other 

studies underscore the sophistication of the IOs directed against Georgia. Most 

attacks were actually carried out by civilians with little or no direct (or certainly 

traceable) involvement by the Russian government or military. These cyber 

attackers were recruited through the Internet and social technology. As in Estonia, 

attackers were aided by Russian organized crime even to the point of hosting soft-

ware ready for use in other cybercrime activities. The organizers of the cyber 

attacks seem to have had advance notice of Russian military intentions and were 

tipped off about the timing of Russian military operations while they were taking 

place. The absence of reconnaissance or mapping of sites at the onset of the oper-

ation signifi ed that Russian intelligence had already deeply penetrated the Geor-

gian networks. The number of attackers working against Georgia was much greater 

than those who had attacked Estonia even though far fewer computers were 

involved.43 Jeff Carr, an investigator for Project Grey Goose, an organization of a 

hundred American volunteer security experts from the private and government 

sector, concluded that “the level of advance preparation and reconnaissance 
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strongly suggests that Russian hackers were primed for the assault by offi cials 

within the Russian government.”44

The fi rst wave of cyber attacks on August 6–7, 2008, was carried out by botnets 

and command- and- control systems that were associated with Russian organized 

crime. Twenty- four to forty- eight hours later, Russian military operations com-

menced. Afterward, the second wave hit mainly, though not exclusively, through 

postings on websites, again a carryover from Estonia. These postings contained 

both the cyber attack tools and the lists of suggested targets to attack. Although 

cyber attacks were limited to denial of service and website defacements, which 

are relatively unsophisticated types of attacks, they were carried out in a very 

sophisticated manner.45 Once Russian troops had established positions in Georgia, 

the attack list expanded to include many more websites of government agencies, 

fi nancial institutions, business groups, educational institutions, news media, 

and a Georgian hacking forum to preclude any effective or organized response 

to the Russian presence and to induce uncertainty regarding what Moscow’s 

forces might do. These attacks signifi cantly degraded the Georgian government’s 

ability to deal with the invasion by disrupting communications between it and 

Georgian society, by stopping many fi nancial transactions, and by causing wide-

spread confusion. It is also possible that spyware and malware were inserted into 

the Georgian systems for future criminal or military- strategic use.46 The clear 

objective of the cyber strikes was to support and further the goals of the Rus-

sian military operations as they were timed to begin on a large scale within 

hours of the fi rst Russian military strike. The attacks ended just after those oper-

ations did.

Subsequent reporting found that cyber attacks on Georgian websites and 

online discussions of upcoming military operations began weeks before the actual 

onset of hostilities. Such preparatory action included a “dress rehearsal” of the 

upcoming cyber attacks, providing further evidence of the unprecedented syn-

chronization of cyber with all other military combat actions.47 The comparative 

restraint in not attacking key infrastructural targets—including energy installa-

tions—but demonstrating the ability to do so, both in Georgia and beyond, sig-

naled a broader strategy to deter Georgia or others from escalating the confl ict.48

This last point is particularly important. Simultaneously displaying the capac-

ity to destroy key infrastructural targets while withholding orders to do so makes 

an impression on both the directly targeted states and the interested but hereto-

fore uninvolved observers. Those observers could, of course, ultimately become 

targets themselves. Restraint in exercising coercive options aims to de- escalate 

the confl ict by simultaneously conveying moderate Russian intentions while 

demonstrating Russia’s potential to do more harm, thereby deterring the target 

and third parties from retaliating.

The Georgian IW campaign highlights the returns that Moscow gained on its 

substantial investment in the resources needed to conduct IO and IW. Moscow 

struck to prevent Georgian accession to NATO and prove Russia’s primacy in the 

former Soviet space, and it seems to have achieved both objectives. In addition, 

the Georgian war highlighted Russia’s advancing cyber capabilities.
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Crimea and Eastern Ukraine

Russia’s interventions in Crimea and Eastern Ukraine, beginning in 2014, fol-

lowed the patterns of the 2007 and 2008 exertions in Estonia and Georgia. The 

greater duration and intensity of the Ukraine confl ict refl ects the deeper 

political- economic connections between Russia and Ukraine and the greater 

stakes Russia perceives in repelling Western infl uence over Ukraine’s future. 

Russian leaders perceived the onset of the crisis—that is, the demonstrations 

against Viktor Yanukovych’s government—and the subsequent departure of 

Yanukovych as a coup conducted with, at least, the collusion of the West. As 

such, the situation provided stark confi rmation of the Kremlin’s portrayal of 

existential US- led hostility to Russian interests.

As in Estonia, Russian actors mounted intense IO to shape how Ukrainians, 

Russians, and international audiences perceived the unfolding events. These 

operations were conducted through all media, especially Web- based outlets. 

Opinion surveys and anecdotal reporting in Russia indicate the effectiveness of 

these efforts in shaping perceptions in Russia (if not elsewhere).49 For example, 

a 2014 Levada Institute survey found that 69 percent of Russians believed that 

this media provided “an objective picture” of the crisis in Ukraine. A full 88 per-

cent believed the United States and the West were “conducting an information 

war against Russia.”50 In June 2015 the Pew Research Center found that 50 per-

cent of Russians blame the West for the confl ict in Ukraine.51 Russia also mounted 

economic pressure on Ukraine and on western European states and consumers 

who rely on energy inputs fl owing through Ukraine. Connections between the 

Russian state, businesses, individual elites, and their Ukrainian counterparts also 

were exploited to solidify both Russia’s hold on Crimea and the pro- Russian ele-

ments’ hold on parts of Eastern Ukraine.

NATO’s Cooperative Cyber Defence Centre of Excellence published an account 

of the cyber war in Ukraine through November 2015.52 It demonstrates the 

occurrence of cyber strikes and IW against Ukraine’s revolution in 2013–14 as 

well as during the war, though not at the level that had occurred earlier in Esto-

nia and Georgia, where the denial of service and disruption attacks were largely 

seen as “symbolic” in nature.53 In Ukraine investigations revealed a Russian 

cyber campaign known as Operation Armageddon, which reportedly began in 

mid- 2013. According to a US cybersecurity fi rm, attackers used spear- phishing 

emails with attachments that appeared offi cial to lure Ukrainian offi cials and 

other high- level targets. Malware then infected the victims’ computers and was 

used to “identify Ukrainian military strategies” in order to advance Russian war 

objectives.54

In July 2014 a pro- Russia hacktivist group reportedly hacked into one of 

Ukraine’s largest commercial banks and published stolen customer data on a 

Russian social media website. Earlier the bank’s co- owner had offered a $10,000 

bounty for the capture of Russian- backed militants in Ukraine. The circum-

stances and rudimentary quality of this operation left some commentators 

doubting a link to Russian state authority.55 The same hacktivist group entered 
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the Ukrainian Finance Ministry network in May 2015 and posted what it claimed 

were documents stolen from the network that revealed Ukraine was unable to 

service its external debt.56 Seen from a different angle, these activities amount to 

an electronic campaign to prepare the battlefi eld.

If the information operations in Ukraine through late 2015 resembled those in 

Estonia and Georgia earlier, a new and more forceful application occurred on 

December 23, 2015, when sophisticated cyber attacks shut down three regional 

electric power distribution companies, affecting approximately 225,000 custom-

ers. As an investigative report of the US Department of Homeland Security 

recorded, these synchronized and coordinated attacks were conducted remotely, 

exploiting legitimate credentials of Ukrainian operators “via unknown means.” 

Multiple human actors remotely hijacked the operation of breakers at more than 

fi fty regional substations. According to the department’s report, “The primary 

access pathway was the use of legitimate remote access pathways such as VPN 

[virtual private network] to access local systems. . . . The exact nature of the cre-

dential harvesting remains unknown. It is likely that the credentials were obtained 

well ahead of the December 23, 2015, event.”57

The deep knowledge and advanced penetration of the Ukrainian electricity 

providers follow the patterns seen in Estonia and Georgia. In the Ukrainian con-

fl ict, given the deeper ongoing human connections with Russia, it is possible that 

human agents and collaborators were involved. In any case, the cyber attack 

refl ected strategic thinking and operational planning, befi tting Russia’s articu-

lated general approach to information warfare. Importantly, in this regard, while 

the preparations for the attack were begun well in advance—perhaps shortly 

after the deposition of the Yanukovych government in February 2014—the attack 

itself was unleashed one month after Ukrainian nationalists and Crimean Tartars 

disabled electricity transmission lines to Crimea, beginning on November 22, 

2015.58 The Crimean total power outage lasted two weeks.59

Thus, if the cyber attack on Ukraine was instigated directly or indirectly by 

Russian authorities, then it suggests a strategic logic that also was seen in 

Georgia, where capabilities to attack the energy infrastructure were put in 

place but not activated. In Georgia the Georgian state did not escalate the con-

fl ict, and Western powers did not intervene. Russian cyber operators did not 

then have cause to attack Georgia’s energy supply system. Conversely, the 

attack on the energy supply to Russian- held Crimea was, in Russian eyes, an 

escalation that invited a somewhat symmetrical response. Ukraine’s energy 

supply was cut off—the symmetrical part—but the method was a sophisticated 

cyber penetration and attack when compared to the simple toppling of trans-

mission towers. Taken together, the Georgian and Ukrainian examples refl ect 

a logic of deterrence and compellence by cyber means. A capability to do harm 

is emplaced to deter adversaries from acting against Russian interests. When 

the adversary is restrained, the cyber attack is not unleashed, but when the 

adversary attacks Russian interests, Russian actors infl ict a roughly propor-

tionate response.
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Conclusion

The Russian deep state clearly has incorporated cyber strikes and information 

operations into information warfare, as it defi nes the term. IW assumes growing 

importance as a war- winning strategy that avoids attribution, inhibits enemy 

reactions, and minimizes expenses—all crucial strategic issues for Russia. These 

trends in IW also appear to Russia’s leaders as an equal and opposite, if possibly 

asymmetric, reaction to what they believe is an all- encompassing political and 

information war being conducted against them and Russia.60

Russia’s government thus defi nes IW as a strategic war- winning force in its 

own right and as an indispensable weapon for the intelligence preparation of the 

battlefi eld over many years. The ensuing subversion of the enemy from within, 

before a shot is fi red, is an essential strategic operation. Other countries’ military 

and political leaders appear to overlook these points at their own and our allies’ 

peril. The instruments themselves may not be new, but their combination and 

the uses for which they are deployed strongly diverge from Western thinking 

and practice. Russia’s strategy and operations in the information and cyber war-

fare domain continue to confound Western governments and audiences who 

have yet to devise a compelling strategy with which to meet Russia’s exertions.61

Dismissing Russia’s view as paranoid may be emotionally satisfying, but it 

leaves the rest of the world ill prepared for actual cyber war, which for Russia is 

a constant ongoing phenomenon whether direct force is being used or not. To 

paraphrase Leon Trotsky, we may not be suffi ciently interested in differing views 

about IW like Russia’s, but Russia’s view of IW is very interested in us. Russia has 

already engaged its adversaries in information warfare; thus, its adversaries 

must understand and learn from it for their own security.
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Among the most paradoxical, clouded concepts in military and security affairs 

are the twin notions of “preventive war” and “preventive use of force.” The for-

mer is commonly associated with starting a war at a most opportune moment—

for example, while the prospects of defeating an enemy’s military, seizing 

territory, or toppling a regime are good—or at least before a growing threat 

worsens. The latter refl ects more modest ambition and consists of shorter, 

sharper actions aimed at avoiding more protracted confl ict or at mitigating a 

dangerous situation.1 Simply put, preventive war is about fi ghting now, not later, 

and for grander aims; preventive force is about using violence now in the hope 

of avoiding a full- blown war or to keep the strategic situation in an ongoing con-

frontation from deteriorating.

Preventive war, on the one hand, has a very long pedigree. Thucydides noted 

that the Spartans decided to wage war against Athens, amid crises over the 

smaller city- states of Corcyra and Potidaea, because “they feared the growth of 

the power of the Athenians, seeing most of Hellas already subject to them.”2 For 

more than two millennia since, decisions to go to war have often been made in 

fear of such growing power and of the potentially dire consequences of delaying 

a fi ght until a later time.

Yet it must be noted as well that adventurer- conquerors, such as Napoleon 

and Hitler, have also relied on notions of preventive war to rationalize blatant 

acts of aggression. Indeed, both men employed the logic of preventive war in 

their decisions to invade Russia. Thus, the preventive warfare concept can be 

nebulous—resorted to either out of fear or covetousness—and clearly has been 

subject to abuse.

Moral philosophers, therefore, have generally disapproved of preventive 

war.3 So, too, did President Dwight D. Eisenhower, who in an important speech in 

1954 categorically ruled out the idea of using the nuclear supremacy the United 

States then enjoyed to wage preventive war against Russia or China.4

Preventive force, on the other hand, is not fundamentally about trying to 

start a fi ght at the most opportune moment. Rather, it is a strategic construct 

designed for using a modicum of violence to thwart the rise of a fresh danger, to 

keep an ongoing confl ict from widening, or, perhaps most important, to avoid 

JOHN ARQUILLA

An Ounce of (Virtual) 
Prevention?6
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the outbreak of a large- scale confl ict. A well- known example of the last motive is 

the Israeli air raid mounted against the Iraqi nuclear weapons facility at Osirak 

in 1981. This raid was a classic preventive act of violence, short in duration and 

applied quite sharply. In this instance it seems clear that the Israeli attack set 

back Saddam Hussein’s plans to acquire a nuclear weapons capability, though it 

did not end his ambitions. Still, the “underground” nature of Saddam’s reconsti-

tuted nuclear program moved slowly, guaranteeing that he would not have an 

ability to threaten mass destruction to deter the US- led Coalition that ejected 

Iraqi forces from Kuwait a decade later in 1991.5

In the cyber realm, the Stuxnet worm that induced a considerable number—

perhaps as many as a thousand—of centrifuges in an Iranian nuclear facility to 

self- destruct in late 2009 and early 2010 provides another example of preventive 

force. It was clearly an act of prevention because its aim was to slow down a 

suspected nuclear weapons proliferation process. It was also considered an act of 

force because real physical damage—of the sort that commandos could have 

caused with bombs and bullets—was infl icted. But in this case the deed was done 

with bits and bytes.6 The attack was not sabotage but rather what I call cybotage. 

This alternative to violence may have dissuaded the Israelis from mounting an 

Osirak- type operation—this time against the Iranians—and gained time for the 

diplomatic deal that followed.

The Osirak and Stuxnet examples highlight the point that in recent times, acts 

of preventive force have focused on counter- proliferation as a proximate goal. 

But clearly much serious thought has been given and continues to be directed to 

the idea that, in the future, preventive force, particularly in the form of cyber 

attacks like Stuxnet, may have the broader potential to take the place in state-

craft of classic deterrence and coercive diplomacy.7 The main point of attraction 

is that “cyber prevention” requires no major military fi eld operations and may 

even be conducted covertly or deniably. Thus, both the costs and the risks of 

engaging in acts of preventive force may be sharply lowered. Taking preventive 

force into the virtual domain has the potential to revitalize this concept, which 

has signifi cant historical roots, the analysis of which may provide immeasurable 

value in informing and guiding future actions.

The Classic Paradigm of Preventive Force

The archetypal historical instances that illuminate the application of preventive 

force are the two attacks conducted by the Royal Navy on the Danish fl eet, the 

Danes’ coastal artillery emplacements, and the city of Copenhagen in 1801 and 

1807. On each occasion, in its continuing struggle against Napoleon, Britain 

feared that the Danes might employ their very considerable naval capabilities to 

close the Baltic Sea to trade in needed commercial goods and naval stores. Even 

worse was the dire possibility that formerly neutral fl eets might actively join the 

French in a direct challenge to British naval mastery. In 1801 the threat to Brit-

ain took the form of an emerging League of Armed Neutrality, which comprised 

Denmark- Norway, Prussia, Russia, and Sweden. Rather, it was a “re- emerging 
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league,” as the fi rst such alliance was formed against British interference with 

neutral trade in 1780 during the American Revolution.

To parry the threat posed by the league, Britain dispatched a naval squadron to 

Denmark under the command of Adm. Sir Hyde Parker, a cautious man in his 

sixties who had recently enjoyed softer duty in the West Indies and married a 

teenaged girl. His second in command, Horatio Nelson—architect of earlier naval 

victories at Cape St. Vincent and the Nile—had a full understanding of the need to 

apply vigorous preventive force; indeed, he would defeat a larger force at Trafal-

gar some four years later. And in a hot action on April 2, 1801, at Copenhagen, the 

outcome was so much in doubt that Parker ordered Nelson to disengage. The lat-

ter famously chose to disregard Parker’s command, and the Danes acquiesced. 

The British fl eet went on to cow the other members of the league into submission.

According to the great naval historian Dudley Pope, “The destruction of a con-

siderable part of the Danish Navy was eventually to benefi t Britain before the war 

against France ended.”8 But the achievements of 1801 at Copenhagen were fated 

to be put to a fresh test. By 1807 the resentful Danes had rebuilt their fl eet, and 

Napoleon had made himself master of much of Europe after decisively defeating 

Prussia and Austria and pummeling the Russians suffi ciently to force them into 

an accommodation (and a kind of wary alliance via the Treaty of Tilsit).

The war aims on each side came to focus on imposing severe economic costs 

on the enemy. The French relied on their so- called Continental System, which 

was designed to limit any trade with Britain, while the latter’s Orders in Council 

created a countervailing naval blockade in the hope that French commerce and 

credit would eventually be mortally wounded. At this point Britain had no imme-

diate hope of defeating French land forces, so maintaining a favorable balance of 

naval power was crucial to its ability to continue the confl ict. And it was British 

vulnerability at sea on which Napoleon fi xed, in the belief that if he could but 

take control of the sizable, strong navy of Portugal and the revived Danish fl eet 

and add them to his own and other captive warships, together they would make 

for a winning advantage. Indeed, as the apostle of sea power Alfred Thayer 

Mahan noted, Bonaparte “intended to seize the navies of Europe and combine 

them in a direct assault upon” Britain.9

However, not being favorably inclined toward the French, the Portuguese 

sailed their fl eet away from Lisbon before Napoleon could grab hold of it. The 

situation with Denmark, whose navy had not only been reconstituted but 

improved in the wake of the 1801 incident, was far more dangerous. The Danes 

at this point were hardly on what could be called friendly terms with Britain. 

They also faced an implicit French threat of land invasion if Copenhagen reached 

any manner of accommodation with London. Thus, a new preventive naval expe-

dition was decided on; it was to comprise more than fi fty Royal Navy ships and 

twenty- fi ve thousand army troops. The latter were to be at the ready to besiege 

the Danish capital as and if necessary.

Admiral Lord Gambier’s fl eet arrived off Copenhagen in August 1807. General 

Lord Cathcart’s forces landed, under the direct command of Sir Arthur Welles-

ley, later the Duke of Wellington, and swiftly routed the Danish army. Still, the 
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fl eet had to bombard Copenhagen for nearly four days early in September, caus-

ing terrible fi res in the city, before the Danes agreed to hand over their ships. As 

Mahan summed up the results for the British, they “took possession of eighteen 

sail- of- the- line, besides a number of frigates, stripped the dockyards of their 

stores, and returned to England.”10 Napoleon’s naval ambitions were thwarted.

For us today, the moral of these Napoleonic- era vignettes about the value of 

preventive force is that such short, sharp actions can have profound strategic 

impact. Bonaparte could never be truly secure, he knew, while Britain remained 

an implacable foe. But Britain could be countered only if its naval dominance 

were overturned. Only then could its support for the insurgency in Spain be cut 

off and its trade with Russia curtailed. As the historical record shows, Napoleon 

strove hard, over many years, to craft the kind of sea power that could achieve 

these aims and perhaps even to make the threat of invading Britain credible. The 

two preventive actions at Copenhagen kept sizable naval forces out of French 

hands, ensuring that British sea power would remain unbroken and—for the last 

decade of these wars—unchallenged.

Today, the strategic potential of preventive force remains as great, and the 

lower costs and risks of cyber prevention make this option even more attrac-

tive. Perhaps. But the very attractiveness of cyber prevention may prompt 

those who see themselves as potential targets to engage in policies and behav-

iors of an aggressive rather than an acquiescent nature. This was certainly the 

case in naval affairs, when aspiring sea powers operated under the constant 

fear that the Royal Navy might swoop in at any moment, as it had done twice 

against the Danes.

The Rise of a “Copenhagen Complex”

While the Danes were the direct victims of British preventive force and France 

had suffered the indirect strategic consequences, later in the nineteenth century 

Germany seemed most traumatized by a growing fear of a potential British coup 

de main mounted against its growing High Sea Fleet. In the wake of victorious 

land wars, culminating with the victory over France in 1871 that cemented Ger-

man unifi cation, Berlin began to focus seriously on naval affairs. This trend 

accelerated with the accession of Kaiser Wilhelm II, who was deeply taken with 

Mahan’s ideas. After inviting Mahan to dinner on his yacht, the Hohenzollern, in 

1893, the kaiser ordered that a German- language translation of Mahan’s The 
Infl uence of Sea Power upon History be added to the onboard libraries of all German 

warships.11

The kaiser’s determination to complement his land power with a fi rst- rate 

navy led him into a key administrative alliance with the industrious Adm. Alfred 

von Tirpitz. In the decades before World War I, Tirpitz built a remarkably well- 

engineered fl eet that was smaller than the Royal Navy but still quite substantial 

and in many ways superior, ship for ship. Regarding size, for example, in 1897 

the German High Sea Fleet had less than a fi fth the number of capital ships that 

the Royal Navy possessed, but by 1907 the Germans had closed the gap swiftly, 
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possessing nearly half as many all- big- gun battleships, or “dreadnoughts,” as 

Britain’s Grand Fleet.12

But the kaiser and Tirpitz, mindful of the British actions at Copenhagen, knew 

that as the fl eet grew toward a point where it would have a deterrent effect on 

the Royal Navy—or failing that would be able to give a good account of itself in 

battle—the danger of provoking a preventive attack grew ever greater. And as 

Jonathan Steinberg once pointed out, as long as Britain “continued to expand its 

own fl eet, the gap between the two powers, and thus the danger zone, would 

remain forever.”13 The omnipresent threat that the nascent Imperial German 

Navy might be “Copenhagened” helped to feed an antagonism toward Britain 

that accelerated shipbuilding. Thus, in 1912 when Winston Churchill called on 

the Germans to “declare a holiday” in the arms race, Kaiser Wilhelm seethed and 

refused even to respond.14

In the event, the Germans were not “Copenhagened”; indeed, the British did 

not use preventive force in the run- up to World War I. Further, the Battle of 

Jutland in 1916, in which a number of British battle cruisers blew up when hit, 

refl ected a tactical victory for the less numerous German fl eet. The British lost 

fourteen ships and more than six thousand sailors killed; the High Sea Fleet suf-

fered eleven ships sunk and some two thousand men dead. Not enough damage 

was done to break the British blockade of Germany, but the High Sea Fleet had 

certainly shown itself to be a mortal threat to Britain—so much so that when 

serving as First Lord of the Admiralty, Winston Churchill held that the Grand 

Fleet commander was “the only man on either side who could lose the war in an 

afternoon.”15

So here is an instance where fear of a preventive attack spurred a “prolifera-

tor” in an arms race to go fast, to take signifi cant defensive steps—like mining 

sea approaches to home waters and widening an interior canal for secure big- 

ship movement—and to succeed in building up to a point where its capabilities 

posed a true and very dangerous challenge to British naval mastery.

What does the Copenhagen complex mean in the cyber era? Can one really 

draw an analogy between fl eet bombardments and the use of cyber prevention? 

The answer is yes, if one accepts that cyber attacks will remain hard to detect 

and defend against. Certainly the aforementioned expert opinions surveyed in 

this chapter suggest that leak- proof defenses are unlikely to arise. Much as the 

Royal Navy could not be kept from sailing to Copenhagen, it will likely prove 

very diffi cult to seal out computer worms, viruses, Trojan horses, and the wide 

range of other malicious software. In the United States alone, the high- profi le 

hacks of commercial and government sites suggest that cyber attack will remain 

a tool of choice for statesmen, insurgents, criminals, and others for many years 

to come.

Thus, in the wake of the Stuxnet attack, the Copenhagen complex remains 

relevant. Its principal implication is that the potential for the preventive use of 

“virtual force” could impel those who feel threatened to take signifi cant steps 

both to mitigate the risk of being on the receiving end of such an action and to 

accelerate, expand, and more diligently secure their own efforts, especially in the 
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realm of developing weapons of mass destruction. For example, Iran, after the 

Stuxnet attack on its centrifuge program, quadrupled the number of centrifuges 

it deployed, bringing a burgeoning proliferation crisis with Tehran to a boil.16 Was 

the alleged American- Israeli preventive use of force in this instance a boon or a 

bane? To be sure, the action gained some time for negotiation, but the prolifera-

tor’s resolve to continue to possess an enrichment capacity was reaffi rmed.

Whether the threat of another use of preventive force, either virtual or physi-

cal, will contribute usefully to sustaining the diplomatic solution now in place 

remains a vexing unknown at this point. This is particularly a risk for the use of 

advanced cyber techniques, which are to some extent “wasting assets.” Once 

used, such exquisitely precise, targetable tools are unlikely to work as effectively 

when applied again. Patches will cover up specifi c vulnerabilities, and generally 

increased security awareness will stiffen defenses. These efforts will not eliminate 

the possibility of another use of cyber preventive force—new tools are always 

under development—but it does raise the cost of this form of intervention.

Another downside of the situation created by the Stuxnet exploit is that the 

very use of cybotage for preventive purposes, which may have gained time for 

diplomacy, opened a door to more general uses of cyber attack for retaliatory or 

signal- sending purposes. If the Shamoon virus that severely disrupted Saudi oil 

industry data was an Iranian attack, as many experts say, then it would be a 

logical follow- on to the Stuxnet operation’s preventive use of cyber capabili-

ties.17 Thus, cyber as a mode of preventive force may seem more usable than 

violence, but it may also spawn more cyber wars. The matter is worth weighing 

in the balance as acts of cyber prevention are considered.

Other Lessons to Be Learned from the British: From Oran 
to Vemork

British leaders fully embraced preventive force in World War II. The most nota-

ble episode occurred after France fell in June 1940, when the Royal Navy’s Force 

H sailed to the Algerian coast and bombarded the heavy French naval squadron 

in port at Mers- el- Kébir, near Oran. A brief, lopsided action saw one French war-

ship sunk, others damaged, and over a thousand French sailors killed. Only one 

of the major combatant vessels escaped to Toulon, as did some of the lighter 

French ships in other parts of North Africa. Concurrent with the Oran strike 

(Operation Catapult), Operation Grasp undertook the seizure of other French 

ships and submarines that had made their way to British- controlled ports.

Britain took these steps to prevent the weak- kneed Vichy government from 

transferring the large French Navy to Germany. Winston Churchill, Britain’s 

prime minister at the time, was deeply ambivalent but aware also of historical 

precedent and pressing need. In his history of the Second World War, he 

described the matter with sad eloquence: “This was a hateful decision, the most 

unnatural and painful in which I have ever been concerned. It recalled the epi-

sode of the destruction of the Danish Fleet at Copenhagen in 1801; but now the 

French had only yesterday been our dear allies, and our sympathy for the misery 
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of France was sincere. On the other hand, the life of the State and the salvation 

of our cause were at stake. It was Greek tragedy.”18

No less a personage than Adm. Sir Andrew Cunningham, commander in chief 

of the Mediterranean Fleet, strongly opposed the preventive use of force, argu-

ing that it would “alienate the French throughout the French Empire.”19 But 

action at Mers- el- Kébir did not lead to greater confl ict, nor did a later attack at 

Dakar, where Vichy naval forces lost two submarines sunk and suffered serious 

damage to the battleship Richelieu. The French fought as hard as they were able 

against the British in these actions—much as the Danes had resisted so vigor-

ously against Nelson in 1801—but as was the case with the Napoleonic- era pre-

ventive actions, these operations during World War II stayed contained too. To 

be sure, relations with the Vichy government were soured in part because of 

Oran and Dakar; this was a nontrivial cost of preventive action. But the gain—

keeping the naval balance in Britain’s favor—by far outweighed this political 

cost.

Beyond naval actions, the British used preventive force in other ways as well 

during World War II. Concerns arose about German progress toward building a 

nuclear weapons capability. While the Allies had the Manhattan Project under 

way, the Nazis also wanted to develop an atomic bomb. One of the principal com-

ponents in the proliferation process was (and still is) heavy water, or deuterium 

oxide, which, very simply, slows down neutrons to the point where they can 

sustain a nuclear chain reaction using uranium- 235 or other fi ssile material. In 

German- occupied Norway, the Norsk Hydro plant was able to produce heavy 

water and so became a serious concern of the Allies.20

Several attempts were made to destroy the plant. In the context of an ongoing 

confl ict, repeated and protracted uses of preventive force may be needed and, 

thus, expected. Such was certainly the case when it came to slowing or stopping 

the German nuclear proliferation effort. First, British commandos tried an air-

borne assault, but it failed. Norwegian resistance fi ghters had their innings next 

and did some serious damage to production that took months to repair. Air raids 

followed. Hundreds of bombs were dropped on the plant, and the damage dis-

rupted but did not cripple production. Nevertheless, all this attention prompted 

the Germans to try to relocate the heavy water stocks to relative safety closer to 

home. Thus, a big opportunity came when the Germans started to move the 

heavy water from Vemork in February 1944, with the fi rst leg of the transit 

being by ferry across Lake Tinn. One Norwegian commando planted a bomb 

below the waterline of the vessel, and it detonated while the material was being 

ferried, sinking the boat and its cargo of heavy water. More than a dozen inno-

cent Norwegian passengers died. Almost none of the heavy water was salvaged, 

dooming whatever small hopes the Germans had of bringing a nuclear reactor 

on line in time to build an atom bomb that might have changed their failing 

fortunes in the war.

The British use of preventive force during World War II refl ected a clear will-

ingness to move beyond single actions of relatively short duration and widely 

separated in time—like the strikes at Copenhagen in 1801 and 1807. To some 
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extent this was evident in the Royal Navy’s actions against the French in 1940. As 

noted earlier, they were geographically quite widespread and waged over a 

period of nearly three months when one includes the action at Dakar. But look-

ing beyond naval affairs to the counter- proliferation efforts against the heavy 

water facility at Vemork, one can glimpse the outline of an entire campaign of 

preventive force. This campaign took years; included several different forms of 

action, ranging from commando raids to aerial bombing; and concluded with the 

successful sabotaging of the Germans’ attempt to move the heavy water to a 

safer location. The campaign was well worth the costs of the sustained effort. In 

the opinion of Kurt Diebner, one of the leading German atomic scientists of the 

wartime period, “When one considers that right up to the end of the war . . . 

there was virtually no increase in our heavy- water stocks in Germany, and that 

. . . there were in fact only two- and- a- half tons of heavy water available, it will be 

seen that it was the elimination of German heavy- water production in Norway 

that was the main factor in our failure to achieve a self- sustaining atomic reactor 

before the war ended.”21

The key insight for the cyber era that can be drawn from British preventive 

practices during World War II thus may be to think about using cyber means of 

prevention in protracted campaigns—for example, against rogue proliferators, 

terrorists, and perhaps other adversaries—rather than restrict such actions to 

one- off events such as Stuxnet. Given that cyber measures can often be taken 

covertly—that is, with plausible deniability as to the identity of the perpetra-

tor—and sometimes even clandestinely, with the target’s being wholly unaware 

of the action taken, this notion of conducting protracted preventive campaigns 

grows more attractive. Indeed, the concept seems well suited to an era of perpet-

ual irregular warfare. Whereas Winston Churchill found his choice to take pre-

ventive action against the French Navy in the summer of 1940 a “hateful 

decision,” the decision maker today—and tomorrow—armed with cyber options 

may fi nd fewer practical or ethical constraints standing in his or her way, 

whether the choice made is for a one- time coup de main or to pursue a more 

protracted preventive course.

While its potential for covert, deniable action may make protracted cyber 

preventive campaigns attractive, particularly in a time of open- ended confl icts 

with terrorists and proliferators, costs and risks are associated with such a 

longer- term approach. A strategic factor of concern is the likely loss of the veil 

of anonymity over time. When actions are aimed at clearly malevolent actors 

already being opposed openly, and perhaps even militarily, the costs and risks 

are acceptable. But a protracted cyber preventive campaign to counter a com-

peting nation’s aims in some theater of operations, or to curtail its continuing 

theft of intellectual property from one’s own commercial sector, might come 

completely undone or lead to confl ict escalation when the cyber exploits are 

“outed.” A further though less critical risk is that in any protracted cyber pre-

vention campaign, the tools being used will eventually lose their potency as the 

adversary’s defenses improve. This problem can be mitigated by developing 

more tools, but it does impose a cost that needs to be considered.
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Assessing the Prospects for Cyberspace- Based Preventive Force

Clearly much insight can be derived for our time, and the future, from the earlier 

history of preventive uses of force. Whether the intent is to stem the tide of 

proliferation or to preserve a favorable balance of power, the preventive use of 

force has proved a valuable tool of statecraft and strategy. Early in the cyber age, 

already one well- known example (Stuxnet) involves a computer worm inserted 

into a system to cause centrifuges employed in the nuclear enrichment process 

to self- destruct. One can only think that this covert, very low- risk means of 

intervention will continue to provide an attractive option to decision makers 

who are trying to cope with the potential threat of an adversary’s “trading up” 

to nuclear- power status.

While preventing or delaying proliferation by means of cybotage highlights 

one aspect of maintaining a favorable balance of power, trying to shore up one’s 

more traditional military edge over a competitor by cyber preventive means will 

likely be a daunting challenge. Certainly the pursuit of such an aim requires 

thinking in terms of more protracted preventive measures, which will involve 

coming back with cyber strikes again and again as needed—similar to the Royal 

Navy’s return to Copenhagen in 1807, six years after the fi rst preventive attack 

there. But the target set today, and on into the future, will be far more complex 

and will undoubtedly require taking aim at those civilian industries providing 

the advanced technologies on which their militaries depend. While a hard task, 

surely, it will be far from impossible. Indeed, the very porousness of cyber 

defenses of US high- technology fi rms has led to considerable hemorrhages of 

their intellectual property. And the same exploits that have led to such theft 

could just as easily be used to destroy or corrupt data in ways that slow or per-

haps even reverse progress.

Whatever its ultimate limitations, cyber prevention’s covert nature can still 

enable and empower protracted campaigns as opposed to limited, short- duration 

strikes against particular targets. If British strategists were committed to con-

ducting attacks on French naval assets for months and then on the German 

nuclear program for years during World War II, there is little reason to believe 

that counter- proliferation via cyber means will be delimited from doing the same.

Of course, the demands of a more protracted approach to preventive action 

based on cyber capabilities will have some unique aspects of their own, with the 

principal one being that a method employed in one instance may not obtain over 

the longer term. This is because, once known, a cyber exploit may be straightfor-

wardly defended against. Thus, a kind of wasting- asset feature to cyber methods 

must be considered, and any protracted campaign of prevention will have to be 

waged with an arsenal of unique exploits ready to be used one after the other. 

The value of a successful preventive action must be weighed against the cost of 

the future loss of use of any particular cyber weapon.22

Aside from defensive measures that might be taken by the adversary—as were 

so apparent in the Germans’ attempts to protect their budding High Sea Fleet 

prior to World War I—the further problem is that a persistent fear of preventive 
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attack may spark very aggressive action, particularly in the form of arms racing. 

Again this can be seen in the case of Wilhelmine Germany, where the Copenha-

gen complex led to an accelerated pace of building all- big- gun battleships—con-

sidered the strategic weapon nonpareil of that time—in the hope that the “dan-

ger zone” might be escaped by the sheer speed of development and production.

Other forms of threatening action may be of a more covert nature—that is, 

designed to hide illicit or prohibited activity from view. One case in point of this 

latter type of (passive?) aggressive behavior is seen in the North Koreans’ nuclear 

weapons program, which continued secretly in the wake of the 1994 Carter 

Accord and the much more fl eshed- out Agreed Framework that, it seemed, had 

handled the problem.23 It is now openly acknowledged that the United States 

considered the possibility of using preventive military force against North Korea 

and widely believed that Pyongyang had real fears of such an action being 

taken.24 Yet, as in the case of the German High Sea Fleet, production efforts went 

ahead. In 2006 the North Koreans successfully tested a nuclear weapon and more 

recently have demonstrated their long- range ballistic missile capabilities. It is a 

cautionary tale for those who think the existential threat of preventive action 

alone might achieve the ends desired in any given interaction.

Cyber prevention mitigates this problem, at least to some degree. Striking 

with bits and bytes is, above all, a more usable option than attacking with bombs 

and bullets, especially in peacetime. Stuxnet’s use may have been an act of war, 

but the identity of the perpetrator was never proved beyond a reasonable 

doubt.25 Further, Iranian and international reactions were likely far more muted 

than would have been the case in the wake of an air raid, a missile strike, or a 

commando attack.

The next application of cyber preventive force may prove to be far less showy 

than Stuxnet, taking instead the form of deeply embedded malicious software 

that can, from time to time, conduct acts of cybotage or corrupt critical data in 

unseen, and unnoticed, ways. Both types of action—sporadic cybotage and 

manipulation of key data—might be used in protracted cyber prevention cam-

paigns and could prove effective in the disruption of, say, an illicit weapons 

proliferation process. For more general purposes, these modes of cyber preven-

tion could do a great deal to undermine the military effectiveness of potential 

adversaries, particularly those advanced enough to have developed dependen-

cies on secure, ubiquitous fl ows of information in support of fi eld operations. 

Indeed, it seems that although advanced information technology can do much to 

empower, at the same time it imperils. As Martin Libicki has observed, “The 

complexity of today’s information systems is a central factor in making them 

vulnerable.”26 This makes for very fertile ground when it comes to taking a cyber 

approach to prevention.

Cyber prevention might also prove an ideal means for detecting and disrupt-

ing terrorist networks, for slowing their recruitment processes, and for gener-

ally undermining trust and morale. Dark networks are hard to deter or coerce, so 

preventive action may be the only way to keep their operatives from signing on, 

linking up, and then pursuing their murderous ways. Much as the British acted 
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to keep Napoleon from co- opting the navies of minor powers for conquest, so 

today cyber prevention may keep terrorist networks from rising to even more 

dangerous levels. Perhaps cyber prevention can even reverse their fl ow, sending 

terrorist networks down the path to ultimate defeat.

On balance, one can see considerable room for the application of cyber preven-

tive force in the future, whether against rogue nations or terrorist networks. Will 

it lead to the kind of dystopian “cool war” world envisioned by the novelist 

Frederik Pohl, where a neo- Hobbesian war of all against all is waged but covertly?27 

Perhaps so. Perhaps such a development is unavoidable, as the merits of cyber 

prevention come to be more widely appreciated. Thus, the concept of preventive 

force may migrate from the physical to the virtual world and come back again.
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If the fi rst historical analogy American policymakers and pundits reach for during 

a foreign policy crisis is the 1938 Munich Agreement, international relations 

scholars are more likely to cite the July crisis of 1914.1 Many of our most powerful 

concepts—the offense- defense balance and the security dilemma, misperception 

and inadvertent escalation, the cult of the offensive and preemptive and preven-

tive war, to name a few—draw heavily on what is believed to be the historical 

lessons of the European political crisis that exploded into the First World War 

more than a hundred years ago.2

The role of new technologies, especially the massive expansion of rail lines 

throughout Europe and their ability to move huge numbers of men and weapons 

more quickly to the battlefi eld, is often seen as a key element of how the July 

1914 Crisis began and played itself out in a catastrophic world war. Can we gen-

erate insights from this history into how emerging cyber capabilities might 

affect great power crises in the future? What, if anything, can the story of rail-

roads and their effect on international stability tell us about cyber’s infl uence on 

crisis stability today?

To answer these questions, we must fi rst explore both what actually happened 

during the July crisis and what the consumers of this analogy believe happened. 

Over time, many aspects of the July crisis analogy have worn thin as historical 

scholarship has provided a more nuanced view of the origins of the First World 

War.3 Older notions of the war being inadvertent, driven by miscalculation, or 

caused by strict adherence to mobilization schedules—in which the function of 

railroads was crucial—have been challenged.4 That said, comparing the two new 

technologies and assessing their infl uence on crisis management and stability 

are revealing, and the work may provide ideas for how to minimize the dangers 

posed by cyber capabilities in a confl ict.

Historical Analogies and the July Crisis

Historians have mixed feelings about analogies. First, historians are often skep-

tical of the methods other social scientists use to defi ne, identify, cumulate, and 

explain past phenomena. Even if events can be coded correctly, we are wary of 

FRANCIS J. GAVIN

Crisis Instability 
and Preemption
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making predictions. There are far too many omitted variables and confounding 

factors to meaningfully compare contemporary events, to say nothing of tech-

nologies, separated by over a century. Historians would be thrilled if they could 

explain important single point events or even aspects of bigger questions (such 

as how railroads infl uenced decision- making during the July crisis). They point 

out that the effort to derive generalizations often sacrifi ces complexity and con-

text.5 Another reason historians are ambivalent about analogies is they update 

their understanding of past events. Many analogies that international relations 

scholars use, especially surrounding the First World War, are based on long- since 

contested accounts of what happened during the July crisis. Many international 

relations scholars still base their analogies on the work of the West German his-

torian Fritz Fischer, despite that professional historians have contested and even 

discredited many of his arguments.6

Recognizing these shortcomings, using well- thought- out historical analogies 

can still be worthwhile. Human beings reason through analogies, and policymak-

ers often reach for analogies from the past to make sense of the present. Ernest 

May and Richard Neustadt once suggested that it was like teenagers and sex edu-

cation: teens are going to do it, so why not help them do it better and more safely?7

While there is little consensus on the short-  and long- term causes driving 

World War I, the facts behind the July crisis are well understood. On June 28, 

1914, Archduke Franz Ferdinand, the heir to the Habsburg throne, and his wife, 

Sophie, were assassinated by Gavrilo Princip in Sarajevo, Bosnia.8 Princip and his 

accomplices were part of a secret, pan- Serb organization that sought to expand 

Serbia’s territory and pry Bosnia away from Austria- Hungary. Soon it became 

clear the attack was undertaken with the knowledge and complicity of high- 

ranking members of the Serbian government, especially its notorious head of 

intelligence, Dragutin Dimitrijević, otherwise known as Apis.

A faction led by the Austria- Hungarian military chief of the general staff Count 

Franz Conrad von Hötzendorf believed the appropriate response was to crush 

Serbia once and for all. Serbia’s territory—and, many thought, its irredentist 

ambitions—had increased after winning the Balkan Wars in 1912 and 1913. Oth-

ers, particularly Prime Minister of Hungary Count István Tisza, wanted to avoid 

a war. In the end, after a drawn- out debate (over three weeks) but with strong 

backing from Germany assured, the dual monarchy issued a harsh ultimatum to 

Serbia that any sovereign state would have found diffi cult, if not impossible, to 

comply with.

Throughout July each of the major European powers engaged in intense delib-

erations, diplomacy, and signaling within their governments, among their allies, 

and with their adversaries. Austria- Hungary would not move without Germany’s 

support, which it received. Both hoped to keep the crisis localized to the Balkans. 

Russia, however, saw itself as the protector of Slav interests and was wary of 

Habsburg designs in the region. Still stung by Austria- Hungary’s 1908 annex-

ation of Bosnia- Herzegovina, Russia refused to stand by and allow its client, 

Serbia, to be humiliated. Russia understood, however, that a clash with Austria- 

Hungary likely meant a war with Germany. France, worried about Germany’s 
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economic and military rise and always seeking an opportunity to reclaim Alsace 

and Lorraine, backed Russia. Germany swung between aggressive rhetoric and 

desires to launch a war to fears and concerns about the consequences of a global 

confl ict. Great Britain remained uncertain until the end, fearing German power 

and intentions, yet at times unenthusiastic over its commitment to alliance part-

ners France and Russia.

It is almost impossible to sort out the vast array of short-  and long- term driv-

ers and how they combined to turn the crisis into a world war. Each of the major 

players was dealing with sharp domestic- political crises that both distracted the 

government and may have provided a reason to see the July crisis as a welcome 

diversion. Longer term, the Anglo- German naval race, the imperial competition, 

the rise of nationalism, the decline of the Ottoman and perhaps the Austria- 

Hungarian Empires, and the perceived increases in German and Russian eco-

nomic and military capabilities all generated great instability, as did demographic 

pressures and ideological clashes.

Europe, however, had weathered almost constant crises and instability in the 

decade before the outbreak of war in 1914. In addition to arms races between 

the powers, the First Moroccan Crisis of 1905–6, the Bosnian Crisis of 1908–9, 

the Second Moroccan Crisis of 1911, and the Balkan Wars in 1912 and 1913 had 

been very dangerous affairs but had not resulted in a world war between the 

powers. Tensions were high, but diplomacy worked in each. Cooler heads pre-

vailed, and a global confl agration was avoided. Why was the July crisis different?

Understandably, scholars have focused on the dynamics of the July crisis itself 

to determine an explanation. Perhaps no country wanted a war, it has been sug-

gested, but perhaps did something about the military environment make escala-

tion more likely and world war unavoidable?

This is where railroads come in. Railroads had fi rst been developed in Great 

Britain in the early nineteenth century when steam power and innovations in 

materials used for wheels, wagons, and rails combined to make rail transporta-

tion possible. Rail transport was soon competitive with and quickly overtook 

horse- drawn wagons and canals. Its innovations spread quickly to Western 

Europe and North America (as well as some European colonies and Latin Amer-

ica) and were key drivers of massive industrialization, urbanization, and eco-

nomic growth. A century after they were fi rst developed, tens of thousands of 

miles of rail sprawled throughout Europe, with the capacity to move massive 

amounts of people and goods in relatively short times. They were widely wel-

comed as a transformative technology that revolutionized transportation and, 

with it, society and the global economy.

The military application of railroads was likely fi rst understood and exploited 

by Germany (as early as in Prussia in the 1840s). Planning for railways and devel-

oping war plans against potential adversaries became viewed as connected. Prus-

sia’s successful use of rail during its surprisingly quick victories in the wars of 

German unifi cation between 1864 and 1871 convinced other European countries, 

especially France and Russia, of the need to better utilize this technology to secure 

their own national security interests. After 1871 the pace of rail construction 
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intensifi ed, and the technology of rail improved, all while European nations 

became increasingly cognizant of rail’s potential military uses. Railways were also 

seen as a way to connect sprawling colonial possessions and increase national 

infl uence over wide territories. Germany’s construction of the Berlin- to- Baghdad 

railway, for example, was considered a blatant effort to exercise infl uence in the 

Near and Middle East and to threaten especially Russian and British interests.9

As European tensions increased in the fi rst decade of the twentieth century, 

Germany designed and adapted a war plan initiated by the chief of the Imperial 

German General Staff, Field Marshall Alfred von Schlieffen. Developed for 

numerous scenarios, the most interesting and ultimately relevant part of the 

plan crafted in 1905 and 1906 (and updated several times before 1914) envisioned 

moving quickly with most of the German army and knocking France out of the 

war before turning against Russia. The plan’s success would be predicated on 

Germany’s ability to mobilize and move its armies quicker than France and much 

faster than Russia could. A smaller German force in the east, cooperating with 

Austria- Hungary, would stay on the defensive against Russia until France could 

be defeated and forces moved by rail from the western to the eastern front. 

France and Russia, however, had their own plans to increase both the size and 

speed of their respective mobilizations. Russia also planned to massively increase 

the number and quality of its railways.

Perhaps coincidentally, after 1870 the railroads became more important at the 

same time political tensions and geopolitical competition increased. The compet-

ing military plans and the role of railroads in them also had potential short- term 

and longer- term consequences for crisis stability. First, if Germany were to pre-

vail in a two- front war with France and Russia, it would have to mobilize rapidly 

vis- à- vis its potential adversaries. In a crisis, each country would have powerful 

incentives to mobilize its troops and railways fi rst. If Germany waited too long 

and France and Russia gained enough of a head start on mobilizing, the former’s 

plans for victory would be undermined. Given that these plans were not a sur-

prise in 1914—Germany’s war plans were an open secret—all sides had great 

incentives to launch their forces preemptively and gain advantage or nullify the 

advantage over adversaries. This situation had the potential to escalate a mid-

dling political crisis into a full- blown clash of arms. The pressure on the Euro-

pean powers to mobilize would be enormous, thereby shortening the time 

horizons for diplomacy and negotiations to work. Once one side or the other 

thought confl ict likely, it had little incentive to hold back. Worse still, these 

mobilization plans relied on very rigid, tightly planned movements over rail-

ways. Once implemented, hundreds of thousands of troops would be moved for-

ward in ways that would be hard to reverse or alter. The plans of different states 

appeared to be interlocking; that is, once one country had mobilized its armies 

and sent them over rail, others had to implement their own mobilization plans 

lest they be open to defeat.

A longer- term strategic issue also involved railroads. Germany’s faith in its 

military plans was based on its comparative advantages in the size of its army 

and the speed with which it could move it to the fronts, and the latter was based 
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in no small part on the quantity and quality of its railways in 1914. German plan-

ners recognized that their lead, however, might not last forever. France and 

especially Russia had ambitious plans to increase and improve their railways and 

thus nullify Germany’s mobilization advantages. German leaders feared that in a 

crisis several years later, after France and Russia had implemented their plans, 

the mobilization edge they possessed in 1914 would vanish.

In other words, scholars have suggested that Germany saw a closing “window of 

opportunity” to exploit its mobilization- railroad advantages, which were a “wast-

ing asset.” If war between Germany and France and Russia were inevitable, the 

Germans might reason, wouldn’t it be better to have it take place when Germany 

still possessed comparative advantages in mobilization power and speed, on which 

its whole plan for victory was based? If war was sure to come, wouldn’t now be 

better than later? Such thoughts, scholars have suggested, would certainly have 

infl uenced German thinking during the crisis, thus making Kaiser Wilhelm II’s 

regime far more willing to take political actions that risked war. The pressures 

behind mobilization were further intensifi ed by what was known as the “cult of 

the offensive.”10 Many (though by no means all) decision makers believed there 

were military advantages to going fi rst and striking a knock- out blow. The spirit of 

the offensive was also seen as an important part of building a passionate national 

identity.

In sum, the rapid mobilization and movement to the front of mass armies 

were made possible in large part by railroads. Railroads, according to the anal-

ogy, were destabilizing technologies that made a crisis more likely to escalate 

toward war. By playing into nationalist ideologies about the ease of the offensive, 

by decreasing the time and motivation to engage in long, drawn- out crisis man-

agement and diplomacy, and by providing powerful incentives to create and 

implement preemptive military strategies, railroads helped undermine efforts 

to localize the Balkan crisis and avoid world war. Are lessons here for consider-

ing cyber and its infl uence on great power competition, crisis dynamics, and the 

outbreak of war?

Similarities and Differences between Cyber and Rail

How are emerging cyber technologies similar to and different from railroads in 

infl uencing questions of war and peace? Four similarities and several differences 

stand out.

First, both rail and cyber are often more commonly understood as “facilitat-

ing” technologies. It is accurate that cyber capabilities can be weaponized in 

ways that can be massively disruptive—for example, by disabling military plat-

forms on the ground and in the air, as well as by potentially crippling an adver-

sary’s command- and- control operations. That said, cyber’s true strength likely 

manifests itself when combined with other kinetic capabilities. Alone, neither rail 

nor cyber are the most powerful, destructive instruments of violence to ensure 

success on the battlefi eld, especially in a long, drawn- out confl ict. Even when 

cyber attacks are especially disruptive, their consequences may be temporary or 
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reversible in ways that conventional attacks often are not. Thus, many cyber 

capabilities are unlike other technological breakthroughs—for instance, the bat-

tleship, the bomber, the tank, or nuclear weapons—that directly and dramati-

cally infl uenced the intensity and effectiveness of killing the enemy (both his 

military and civilian populations) and physically destroying his military assets. 

Rail and cyber technologies may be most effective when they improve military 

operations in conjunction with more traditional weapons.

An adversary with powerful cyber technologies but impoverished kinetic capa-

bilities can certainly cause damage and create complications for the United States 

or other cyber- dependent powers. It may also impede, for a time, US progress on 

a battlefi eld; however, in the end, it is unlikely to determine outcomes on the 

battlefi eld without other technologies or military forces. Cyber alone, for instance, 

cannot invade or occupy a country. While comparative differences in rail capabil-

ities (namely, speed and volume) certainly mattered, what and whom the railways 

delivered to the battlefi eld—the quantity and quality of the soldiers and their 

weaponry—proved decisive. As with railways, any assessment of potential adver-

saries’ cyber capabilities must be done in a holistic way and consider connections 

to other assets.

Second, both rail and cyber have thrived as revolutionary civilian technolo-

gies that were motivated by and then transformed the economic landscape. 

Railways are part of what might be considered as the second transportation 

revolution (with long- distance navigable European ships being the fi rst and air-

craft being the third). Domestically, rail replaced horse- drawn transport and 

canals as the primary means of moving commercial goods. In the process, the 

cost of shipping goods fell markedly as the distance and volume of goods shipped 

increased dramatically. This led to tremendous economic growth and increased 

prosperity in Europe and North America. Similarly, cyber is the key part of what 

has been recognized as a profound revolution in telecommunications. The abil-

ity to move massive amounts of information quickly and at a fraction of previous 

costs has generated enormous wealth throughout the world.

Why does this matter? Rail and cyber are dual- use technologies with both 

civilian and military applications that are sometimes hard to distinguish. 

Undoubtedly the more destabilizing aspects of both rail and cyber technologies 

were underplayed or underestimated during the early years of each technology 

revolution. In particular, the military applications of these tools were poorly 

understood. The opposite worry, however, might be greater cause for concern. 

Certainly some cyber capabilities are meant purely for coercive or military pur-

poses; for example, the weaponized payload of a virus like Stuxnet obviously has 

no civilian purposes. Distinguishing civilian from nefarious cyber capabilities 

ahead of time, however, can be challenging. Many cyber capabilities fall into a 

murky area, and it may be hard to identify them as “weapons” prior to their use. 

While measures to limit the dangers and vulnerabilities presented by cyber are 

eminently sensible, these measures would be ill advised if they undermined or 

dramatically impeded the enormous economic benefi ts brought by the informa-

tion revolution. More work is needed to effectively distinguish and understand 
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where on what might be considered a spectrum of malevolence—from entirely 

benign uses to primarily cyber weapons—a potential adversary’s cyber capabili-

ties lay.

Third, both technologies are products and enhancers of the process of global-

ization. Railroads and cyber have shortened distances, both physical and non-

physical, and compressed time by eliminating or reducing intermediary 

processes. In other words, goods, ideas, and intelligence could be delivered far 

faster. Political institutions that had developed to deal with more slowly evolv-

ing movements may have been challenged by reductions in time. Their decision- 

making could be compromised by new, unexpected realities, leading more easily 

to mistakes, accidents, misunderstandings, and misperceptions.

With railways and cyber, this globalizing process led to increased connections, 

drawing states and societies into closer contact and often obscuring long- held 

borders and boundaries. Thus, in both cases the issue to focus on is not the 

technology per se but rather the consequences of the globalizing process on 

international stability and crisis dynamics. There are two schools of thought on 

globalization and war. Many believe that the greater interdependence brought 

by globalizing technologies increases the possibilities of peace, as nations have a 

greater economic stake in each other. Furthermore, disappearing borders dis-

place entrenched social, ethnic, and economic groups and create constituencies 

whose identities and interests transcend the prejudices of nationalism. A darker 

view posits that dislocations attendant to disruptive technologies within states, 

plus increased exposure and interaction between national groups, can generate 

greater opportunities for friction between states and increase the chances for 

confl ict.11 The same factors that drive growth and interdependence also expose 

critical vulnerabilities and weaknesses. Intuitively, the fi rst, more optimistic 

view of technologically driven globalization holds great appeal. But greater 

interdependence did not prevent the First World War, and globalizing informa-

tion technologies today often empower illiberal and destabilizing forces such as 

the Islamic State.

Fourth, both rail and cyber are compressive technologies. Each, in their own 

way, condenses the effects of space and time. This is not to say one can neglect 

the enormous lead time needed to design and construct both rail and cyber plat-

forms, and to plan for their use. When deployed for battle, however, both rail 

and cyber can dramatically intensify the pace of battle. The speed and carrying 

capacity of rail moved people farther in far shorter times than in the past. The 

world became smaller and faster. Cyber has a similar effect. Massive amounts of 

information and communications can be moved instantaneously with no regard 

for distance or geography. Space and time are key variables in military confl icts, 

and this rapid compression might dramatically increase the pressures on decision- 

making during a crisis.

What are some differences between cyber and rail and their infl uence on cri-

sis stability and war? The biggest difference surrounds the question of mobiliza-

tion. With railroads, it is fairly clear who mobilizes, how they mobilize, and for 

what purpose. Furthermore, what mobilization looks like is obvious: railroads 
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carry massive numbers of soldiers and matériel to the front according to a strict 

time line. With cyber, however, the details of who, how, for what purpose, and 

appearances are far less clear.

Railways were built and are operated out in the open for all to see. A nation’s 

rail capabilities are impossible to hide. To the extent they are part of a military 

balance of power, they are relatively easy to measure and compare. Rail lines and 

rolling stock are overt and expensive assets, have large physical footprints, and 

are relatively transparent and predictable in how they can be deployed. Smart 

intelligence agencies can study and evaluate them to learn an adversaries’ capa-

bilities and intentions. When, where, and how railways are built, for example, 

may provide important clues to what a state is interested in and what its inten-

tions are. A massive buildup of rail capacity to a border, for example, would be an 

obvious sign and would allow a state to prepare and perhaps initiate defensive 

countermeasures.

Railways are also a relatively rigid, binary, linear capability. The direction and 

size of railroads cannot be changed quickly, easily, or secretly. Once a rail- based 

strategy is launched, it is hard to adapt or change. In many ways, it is a quite 

predictable capability; railroads, once understood and measured, rarely surprise. 

Railroads also do not have an attribution problem; when they aid a military 

action, it is clear where the train originates and where it is going. While a sur-

prise attack may still be possible, an anonymous attack by rail is not.

Finally, railroads are the ultimate manifestation of state power. The rise of the 

modern nation- state went hand in hand with the rise of rail, which also refl ected 

the ability of the state to generate and mobilize signifi cant resources.

Cyber technologies, in contrast, can easily become tools employed by non- 

state actors and in fact may refl ect the relatively decreased importance of the 

nation- state in world politics. Furthermore, cyber capabilities exhibit far less 

observable physical footprints than railroads do. Computer hardware, or physi-

cal assets, are obviously involved in cyber activities; however, this technology is 

usually far smaller, more portable, and more easily hidden than rail technology 

is. Cyber capabilities can be developed and implemented covertly, unlike rail-

roads. Even if one could locate, identify, and properly evaluate the hardware 

capabilities of an adversary, the conclusion would largely miss the mark. The key 

determinant of cyber capabilities is software, both in terms of the computer 

programs developed and the human talent that produces and operates it. It is 

extraordinarily diffi cult to accurately measure cyber capabilities before they are 

used and even harder to evaluate the balance of cyber capabilities among actors.

Cyber technologies are also fl exible and adaptable, ever changing in both 

peacetime and war, thus making a priori assessments of an adversary’s cyber 

strength very challenging. Cyber attacks can be fi nely calibrated, making it hard 

to know how much of a capability is being revealed and making escalation 

dynamics trickier to predict. As mentioned, both railroads and cyber are dual- 

use capabilities with civilian and military purposes, and it may be diffi cult to 

assess with 100 percent accuracy when they are being used for good or ill. Once 

railroads are converted to military purposes, however, the shift is clear and, as 
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noted, tough to reverse. Cyber capabilities exist in a more liminal space, where 

they can shift quickly, easily, and without detection back and forth between 

military and civilian uses. Adversaries have powerful incentives to hide the true 

intent of their capabilities and to make the line between cyber capabilities and 

cyber weapons murky. The origin of a cyber attack is far easier to hide; thus, one 

can imagine cyber attacks where the perpetrators are never identifi ed.

The analogy between railroads and cyber capabilities and their infl uence on 

crisis stability is, at best, an imperfect fi t. A recent high- level study produced by 

Booz Allen instead explored historical analogies that focused on transnational 

actors and problems of the global commons. Nuclear nonproliferation, infectious 

disease outbreaks, food safety in the United States, wildfi re suppression, and the 

response to the 2004 tsunami disaster—all were seen as appropriate cases to mine 

for historical lessons to deal with cyber attacks.12 The July crisis was nowhere to 

be found.

Furthermore, unanswered questions still surround the analogy between rail 

and cyber and their relationship to confl ict. How high are the barriers to entry 

for both rail and cyber, and how hard is it for states to catch up? Railways, once 

possessed only by great powers, were soon within the reach of almost every state 

in the world. Will the same eventually prove true for cyber?

Both technologies are integrative; in other words, they allow people within a 

nation and between countries to come into closer economic, cultural, social, and 

political contact with each other. What will the consequences of increasing inter-

dependence be?

Scholars also debate how such technologies infl uence the so- called offense- 

defense balance. Do these technologies provide a fi rst- mover advantage that 

makes confl ict more likely? Or, like tanks or aircraft, are they also effective at 

improving a state’s capacity to improve its defensive capabilities? Arms con-

trol—based on counting and verifying equipment—helped manage fears of 

offensives by conventional and nuclear forces. But cyber capabilities do not 

allow such quantifi cation and verifi cation.

Finally, how do these technologies affect geographical calculations? Railways 

are located in and affect specifi c physical spaces, and they presumably have 

greater infl uence on confl icts between states that share borders. Still, they also 

helped connect and deepen ties among sprawling global empires. Cyber may be 

just the latest manifestation of shifting world politics from local and regional to 

global concerns, a movement that began with the transportation revolution 

(naval, rail, air, and, more recently, space) and that intensifi es with the more 

recent revolution in telecommunications and computing.

Exploring answers to these questions can be useful in devising policies to 

manage offensive and defensive cyber warfare capabilities.

Conclusion

There is a danger in focusing on technology to the exclusion of underlying polit-

ical factors. Railways did not cause World War I, and it is unlikely cyber threats 
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will create a great power confl ict in the years to come. One of the failings of 

international relations theory has been to focus too much on a particular mili-

tary technology, assessing whether it makes offense or defense easier and attrib-

uting that characteristic to increases or decreases in the chances of war. The 

great powers were driven to confl ict in 1914, however, by underlying political 

tensions. German ambitions, both at sea and in continental Europe, aroused sus-

picion all around. France wanted to recapture its lost provinces of Alsace and 

Lorraine. Austria- Hungary worried about the threat of Serbian nationalism. 

Russia had ambitions of its own, especially as the Ottoman Empire continued to 

recede. Combined with a lethal mix of imperialism, nationalism, economic vola-

tility, demographic pressures, and social Darwinism, confl ict and crises were 

constant in the decade before the First World War. Great power war, though 

obviously regrettable and avoidable, was thus not completely surprising. No 

doubt the idea that new military capabilities, including railroads, might aid the 

offensive and make a war short and decisive created a more permissive environ-

ment for states to gamble and risk war. Still, the underlying political tensions 

and rivalries were the cause of the war and should always be the focus of study. 

The United States, Russia, Ukraine, China, North Korea, Iran, Saudi Arabia, and 

any other possible adversaries would do well to understand each other’s ideolog-

ical and geopolitical dispositions fi rst, before assessing how certain technologies 

would make confl ict more or less likely.

That said, cyber does possess characteristics that, similar to other technolo-

gies in the past, might be especially destabilizing during a political crisis. Three 

worrisome characteristics stand out.

First, it is often diffi cult to identify the sources of a cyber event and even more 

so to measure cyber capabilities before they’ve been used. Second, cyber capabil-

ities—even as they take time to develop and deploy—may increase the speed of a 

confl ict once started. By compressing the time available to make decisions, cyber 

can overwhelm institutions, organizations, and individuals who are used to a 

more deliberate battlefi eld. Third, cyber capabilities are neither static nor linear. 

They can adapt as a battle goes on and, in conjunction with other military capa-

bilities, may have multiplier effects in confl ict. This can rapidly shift how the 

battlefi eld looks. Furthermore, cyber attacks may be oriented in comprehensive 

ways at the participants’ command, control, communications, and intelligence 

capabilities, blinding either one or all sides to what is actually happening on the 

battlefi eld. These qualities may increase the incentive to use cyber preemptively, 

as there may be large fi rst- mover advantages. These characteristics may also 

impede war termination or efforts to prevent escalation, as one side or another 

may lose the capability to assess the battlefi eld and might assume the worst.

What lessons might the First World War provide? One is struck, looking about 

over a century ago, at how under- institutionalized Europe was. While massive 

numbers of soldiers and military equipment could be moved far more quickly, 

information and intelligence—and the ability to properly assess, share, and 

deliberate on them—did not seem to keep pace. Not only was there little oppor-

tunity for adversaries to discuss confl icts, reveal their intentions, and negotiate 
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stand- downs but also there was often complete opacity among allies and even 

within governments. In other words, railways had compressed the amount of 

time needed to make good decisions, but the political and diplomatic institutions 

that were part of this process had not advanced. One can imagine a world where 

the leaders of those great powers had a place and a reason to discuss their differ-

ences (i.e., a United Nations), where the allies had a place to better understand 

and synchronize their political and military strategies (i.e., a North Atlantic 

Treaty Organization), and where the civilian and military wings of government 

could better consult and share their plans and could better coordinate and offer 

a unifi ed national strategy (i.e., a National Security Council). A more deeply insti-

tutionalized Europe in July 1914 might not have resolved the deep underlying 

political tensions driving tension, but it might have prevented their escalating 

into a catastrophic great power war.

With cyber capabilities, information and intelligence can now move quite 

quickly, yet the ability to process, assess, share, and deliberate them may not 

exist. The making of cyber strategy and policy in most countries today appears 

to be divided up between different groups and disaggregated, still lagging the 

innovation of capabilities. Cyber represents a technology that, once again, com-

presses the time available during a crisis to make decisions. Furthermore, cyber 

capabilities may actually degrade the ability to make such decisions. At the very 

least, leaders and experts should think about the institutional capacities of states 

to deal with massively increased amounts of information coming from a variety 

of different sources and in an environment where cyber attacks might be ori-

ented toward degrading and blinding their capabilities. In other words, while 

little can be done in the cyber realm to shape larger political dynamics, steps can 

be taken to lessen the dangers that a cyber attack during a crisis will make war 

more likely or deadlier.
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To bring the pressure of war to bear upon the whole population, and not 

merely upon the armies in the fi eld, is the very spirit of modern warfare.

ALFRED THAYER MAHAN, November 1910

During the last quarter of the nineteenth century, for statesmen with an interest 

in national security, understanding the strategic implications of globalization—

the phenomenon by which national economies became entwined with and pro-

gressively subsumed within the international economy—was one of the thorniest 

and most mentally challenging problems they faced. Today, as national econo-

mies become increasingly dependent on and intertwined with cyberspace, the 

topic of cybersecurity moves steadily up the defense agenda. Now critical to the 

global economy on which societies depend, cyber systems are a major factor in 

national defense and international stability.

Like globalization, cyber warfare is a multifaceted yet amorphous subject: 

barbed, hard to defi ne, and diffi cult to conceptualize. The paucity of tangible 

examples of cyber warfare does not help matters, because it is diffi cult to theo-

rize about a subject when one does not understand the parameters of the possi-

ble. Until very recently there was but one reasonably well- known instance of 

cyber warfare, Stuxnet. For a period, indeed, its name became almost synony-

mous with the term “cyber warfare.” Yet to frame an understanding of a subject 

on a single manifestation would clearly be unwise. In conceptual terms, more-

over, Stuxnet was the cyber equivalent of a precision tactical weapon, whereas it 

is possible to think of other forms of cyber warfare. For instance, it is generally 

acknowledged that cyber weapons have been developed for use in conjunction 

with combat forces. Similarly, the possibility of attacking an enemy’s critical 

economic infrastructure to degrade their military or civilian capabilities has 

now become widely known.

Yet even these uses do not exhaust the possibilities. The employment of cyber 

warfare to assist combat forces is operational, while targeting critical economic 

infrastructure is a precision attack on physical assets. But could not a state use 

cyber means as a weapon of mass destruction or disruption, targeting an enemy’s 

NICHOLAS A. LAMBERT

Brits- Krieg
THE STRATEGY OF ECONOMIC WARFARE
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confi dence as well as its infrastructure, with the aim of causing enemy civilians to 

put political pressure on their government?

To consider such scenarios it is helpful to seek an analogy. As it happens, 

recent history affords several possible examples of strategies to which this type 

of cyber warfare—we might call it strategic cyber warfare—might profi tably be 

compared. These attacks are often described as forms of economic warfare. The 

most commonly employed historical example is the Allies’ strategic bombing 

campaign in World War II; less common are the German U- boat campaigns of the 

First and Second World Wars and the US submarine campaign against Japan 

during 1942–45. A better historical analogy for thinking about cyber warfare is 

Britain’s economic warfare plan implemented at the outbreak of the First World 

War.1 For several reasons this analogy is especially attractive.

First, the international economy of today bears a closer resemblance to that of 

the three or four decades preceding the First World War era than to the more 

recent era encompassing the two world wars. The world economy was relatively 

more globalized (less autarkic) during the fi fty- year period prior to the outbreak 

of the First World War than it was during the fi fty years afterward. During the 

fi rst era of globalization, as in the second (i.e., today), the stability of the national 

economies and the international economy rested on the free movement around 

the globe of goods, money, knowledge, and information. The fl ow of physical 

goods over the seas also hinged on a parallel yet separate fl ow of real- time infor-

mation via undersea cables. Accurate and instantaneous information relaying 

details of supply, demand, and prices was essential to all businesses and especially 

to the fi nancial services industry that facilitated the movement of commerce 

with ever- increasing velocity. The fl ow of information, paralleling the interna-

tional fl ow of goods and services, became integral to economic systems.

Second, then as now, defense policymakers seeking to forecast the nature of 

future wars found themselves in a very new, almost alien, strategic environ-

ment—and with good reason. The advent of new military technologies changed 

the ways in which wars could be fought, but more fundamentally the transfor-

mation of the world economic system introduced changes in the nature of war 

itself. In particular, the development of the cable network impacted the struc-

ture of the world economy in ways that presented multiple strategic challenges 

and opportunities. Not only could militaries use the cable network to achieve 

unprecedented speeds of communication but, more important, businessmen and 

consumers around the world also came to depend on the smooth functioning of 

the cable network. Interrupting the network could therefore impact civilians—

not just their governments or armed forces—more directly and more rapidly 

than had previously been possible. This interruption need not even be achieved 

by the armed forces. The very parameters of warfare were changing.

Third, before 1914 the British government had devised an economic warfare 

strategy that included the targeted disruption of the aforementioned, complex 

global communications network. In fact, the economic warfare strategy as 

implemented in August 1914 aimed at more than disrupting specifi c industries 

or elements of national critical infrastructure. Here, the term “economic war-
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fare” is not referencing bombing ball- bearing plants or oil refi neries (done with 

precision or otherwise), as in the Second World War, nor even the interdiction of 

global supply chains, as in the German and US submarine campaigns. These 

forms of economic attack were all comparatively limited in scope, intended to 

create bottlenecks and choke points in critical- path supply chains in the hope of 

producing knock- on systemic consequences. In 1914 the British aim was far 

higher: to “derange” the enemy’s entire national economy, thereby delivering 

an incapacitating knock- down blow that would obviate the need for less intense 

but more prolonged types of war. Put another way, economic warfare tran-

scended specifi c systems; it was not intended to be systems specifi c but society 

specifi c. Indeed, Britain’s plan for economic warfare may well have been the fi rst 

attempt in history to seek victory by deliberately targeting the enemy’s society 

(through the economy) rather than the state. To be more precise, the target was 

the systems supporting the society’s lifestyle rather than the society itself. This 

was a novel approach to waging war.

To be clear, economic warfare, as envisioned in 1914 and as defi ned here, was 

not analogous to the Allies’ strategic bombing campaign from 1942. The differ-

ences are fundamental. Whereas strategic bombing targeted the ability of the 

state to make war and could work only through attrition, economic warfare 

targeted the enemy’s society by deranging its national economy with the object 

of rapidly undermining the legitimacy of and domestic support for the enemy 

state. Similarly, whereas in strategic bombing civilian casualties were typically 

viewed as collateral damage, in economic warfare civilians were the target. 

These differences are summarized in table 8.1.

In positing this analogy, I do not mean to suggest that there exist direct paral-

lels down to every last detail between the British strategic thinking before 1914 

and the cyber problems of today. Nor do I mean to suggest that the nature of the 

technological problems and possibilities are similar, for in fact they are quite 

different. Rather, I seek to offer a different way of thinking about the possibili-

ties of cyber warfare from what seem to me to be the most common approaches. 

The points that I wish to emphasize and the questions that I raise, therefore, 

pertain to the economic, political, and legal implications of waging warfare 

within a globalized trading system and to the diffi culties and dangers of trying to 

weaponize any of the underpinning infrastructure. The analysis should serve 

also as a reminder of how serious the stakes can be when warfare—cyber or 

Table 8.1. Differences between economic warfare and strategic bombing

Economic warfare Strategic bombing

Targets the society Targets the state

Fast acting Slow acting

Psychological damage Matériel damage

Shock strategy Attritional strategy
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otherwise—disrupts the global trading system and thereby causes signifi cant 

economic collateral damage. As the British discovered in 1914, employing an 

economic warfare strategy is easier said than done.

There are four basic parts to the story. First, why would one choose to weap-

onize the international trading system in the fi rst place? We must understand 

how Britain came up with the strategy of economic warfare and why some Brit-

ish planners thought it would work and others thought it too dangerous. This 

question pertains to the strategic environment created by globalization, which 

must be described in some detail to set up the analogy to our cyber era. Second, 

how did British strategists intend to implement their strategy? Clearly the tech-

nologies were different from those of today, but if we accept that cyberspace 

might include a psychological aspect, and not just electronic and virtual dimen-

sions, then we can begin to see how the British conceptualized their offensive 

and think about some functional requirements or opportunities. Third, we must 

look at the consequences of implementation, both unexpected and underesti-

mated. Last, our fi nal basic questions are, can one prepare to defend as well as to 

attack? What are some inherent risks in and opportunities for defense against 

economic warfare? How does a state prepare to endure economic warfare as 

opposed to preparing to wage economic warfare?

Globalization and Its Strategic Implications—Then and Now

Historians have long marveled at the tremendous expansion in world trade 

during the long nineteenth century and concomitant dramatic rise in the ratio 

of foreign trade to global economic output. Between 1800 and 1913, world output 

per head doubled; over the same period the volume of world trade per capita 

multiplied by a factor of eleven.2 By far the greatest upward leap occurred during 

the last third of the nineteenth century. Led by Great Britain, between 1870 and 

1896 the volume of world trade doubled, and by 1914, in the space of just seven-

teen years, it had doubled again. All nations, especially the industrialized Euro-

pean powers, saw a steady rise in the ratio of foreign trade to economic output.

The late- nineteenth- century growth in international trade has been attributed 

mainly to the remarkable fall in the cost of long- distance transportation, with 

nods to the parallel communications revolution and developments in fi nancial 

services.3 A series of innovations in steam technology led to a steady drop in the 

cost of carriage by land (railways) and by sea (steamships). These changes made 

it economically practicable to transport bulk commodities, or staples with a low 

value- to- weight ratio, over great distances. Between 1868 and 1902, for instance, 

the cost of transporting wheat across the Atlantic fell by more than three- 

quarters.4 Delivery was not only cheaper, moreover, but also quicker and more 

reliable.

The four or fi ve decades before the outbreak of the First World War are now 

regarded as the fi rst “golden age” of globalization. Although in many respects 

the facts are not new—historians were long aware that the volume of world trade 

had majorly increased during this period—the conceptual shift in interpreting 
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those facts is. This shift is signifi cant. In the words of the Cambridge historian 

Martin Daunton, “The context for thinking and writing about British economic 

growth has changed: the late nineteenth century can now be interpreted less as 

a period of decline and more as an era of globalization.” Similarly, the tremen-

dous increase in the volume of world trade is now more viewed as “the conse-

quences of the new steam technology of the industrial revolution.”5 Here Daunton 

uses the concept of globalization to rethink the story of British power at the turn 

of the century and to relate the increase of global trade to industrialization.

Although the work by historians of globalization is extremely valuable, it does 

not fully capture all the macroeconomic aspects of the phenomenon. The pro-

cess of globalization involved much more than an increase in trade driven by the 

application of industrial technology to long- distance transportation. It included 

also the development of a truly global commodities market, which was primarily 

in agricultural products and not, as the focus on industrialization might sug-

gest, in manufactured goods. While the transportation revolution gets pride of 

place in most accounts of globalization, the communications revolution was at 

least as important.6 The creation of the network that permitted instantaneous 

communication between almost any two points on the globe profoundly changed 

the ways in which business was conducted and commerce transacted on a day- 

to- day level. Within just twenty- fi ve years, most international (and much domes-

tic) commerce became reliant on access to cable communications to allow buyers 

and vendors to fi nd each other in the fi rst place; to negotiate contracts; to deter-

mine a fair market price; to arrange credit fi nancing (a bill of exchange drawn on 

a London bank), insurance, and shipping; and to schedule payment and fi nal 

delivery.

The development of the fi nancial services industry, in conjunction with the 

communications revolution, is another crucial though underappreciated part 

of the story. As the cost of transportation fell and the global communications 

network spread, merchants looked farther afi eld for produce to buy and 

resources to exploit. As they did so, one by one, distant local markets became 

subsumed into the single world market. This process was particularly clear in 

the international grain trade, which before 1914 was the single most traded 

commodity. During the second half of the nineteenth century, the price of 

wheat in each distant locality increasingly came to be determined by the condi-

tions of demand and supply in all parts of the world. News of a drought in India, 

for instance, or the expectation of a bumper crop in the Ukraine had an imme-

diate effect on the price of wheat quoted in Liverpool and Chicago. The creation 

of a world market—and world price—was refl ected in the general convergence 

of global prices. In 1870 the spot price of wheat in Liverpool exceeded Chicago 

prices by 57.6 percent. By 1895, however, the gap was down to 17.8 percent and 

in 1913 to just 15.6 percent. Price convergence was equally evident within 

national markets: in 1870 the wheat price spread between New York City and 

Iowa was 69 percent; by 1910 it had fallen to just 19 percent.7 In short, globaliza-

tion represented a fundamental shift in the structure and shape of the world 

economic system.

19029-Perkovich_Understanding.indd   12719029-Perkovich_Understanding.indd   127 8/16/17   8:02 PM8/16/17   8:02 PM

© 2017 Georgetown University Press. All Rights Reserved. This PDF is intended for non-commercial use by individuals. 
For all other types of re-use, please contact Georgetown University Press at gupress@georgetown.edu. 



128 Lambert

While it is important to understand the macroeconomic aspects of globaliza-

tion, we must not lose sight of its microeconomic and social aspects, which were 

arguably of greater strategic importance. Globalization was more than a disem-

bodied large- scale economic phenomenon. Like the development of cyber at the 

end of the twentieth century, with incredible rapidity it penetrated every nook 

and cranny of life. Writing in 1961 about the phenomenal growth in British trade 

during the late nineteenth century, before the term “globalization” had even 

been coined, the economic historian William Ashworth discerned the national 

and local impact of these global changes: “The country had moved away from 

self- suffi ciency farther and more rapidly than before. A bigger proportion of the 

fundamental necessities of life and industrial livelihood was brought from 

abroad; a wider range of the commodities produced at home incorporated, 

directly or indirectly, a certain amount of irreplaceable imports; and the com-

munities of more and more localities found in their midst some export industry 

whose fortunes appreciably affected the amount of their sales and income.”8

In their seminal volume on Globalization and History, Kevin O’Rourke and Jef-

frey Williamson agreed that “by 1914, there was hardly a village or town any-

where on the globe whose prices were not infl uenced by distant foreign markets, 

whose infrastructure was not fi nanced by foreign capital, whose engineering, 

manufacturing, and even business skills were not imported from abroad, or 

whose labor markets were not infl uenced by the absence of those who had emi-

grated or the presence of strangers had immigrated.”9 In effect, commercial 

supply chains had begun to stretch around the world, with national and local 

economies growing ever more dependent on each other and on the global trad-

ing system.

While most contemporary commentators applauded globalization for the 

host of benefi ts it brought in its train—unparalleled levels of economic prosper-

ity, generally higher standards of living, and cheaper food for populations 

around the world—others became apprehensive at the potential detriments. 

From the standpoint of national security, for example, dependencies translated 

into vulnerabilities. As in the cyber world of today, moreover, the fear was that 

the critical economic (and social) systems of the newly globalized world seemed 

not only intrinsically fragile and susceptible to disruption but also extraordi-

narily diffi cult to protect. Writing in 1902, the noted geostrategist and pundit 

Capt. Alfred Thayer Mahan echoed the worries of many when he observed that 

“the vast increase in the rapidity of commutations has multiplied and strength-

ened the bonds knitting the interests of nations to one another, till the whole 

now forms an articulated system, not only of prodigious size and activity, but of 

an excessive sensitiveness, unequalled in former ages. National nerves are exas-

perated by the delicacy of fi nancial situations and national resistance to hard-

ship is sapped.”10

The deleterious strategic implications of globalization were most visible at 

the microeconomic level. For instance, in the grain market, which before 1914 

remained the premier internationally traded commodity, the microeconomic 

behavior of merchants and farmers changed. For merchants engaged in the stor-
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age and handling side of the business, for instance, who bought and stockpiled 

wheat for resale at some future date, their business was now signifi cantly risk-

ier. An unexpected piece of news from a place far away could change overnight 

the worth of the wheat stored in their elevators and silos. Since they had pur-

chased this stored grain with borrowed money, they might have to default on 

their loans.

Put another way, in the grain business, as the single market came to encom-

pass more and more of the global supply, the number of variables in the pricing 

matrix exponentially increased. As a result, anyone who bought and held wheat 

for any period (including millers and bakers) was exposed to potentially cata-

strophic fi nancial risk. If the price dropped between a merchant’s purchase and 

sale, a competitor was sure to buy cheaper and cut prices, thereby compelling 

the merchant to follow suit and sell at a loss. Farmers too suffered from price 

risk. From sowing to fl owering, crops were in the ground for six months, during 

which time the price could dramatically change. Obviously, when farmers chose 

what grain to sow, be it wheat or barley or whatever, they could not know with 

any certainty what price they would receive for their crop in six months’ time.

The solution to the increase in business risk that accompanied globalization 

was found in a new fi nancial instrument called a futures contract, also known as 

a derivative. The primary purpose of derivatives is to mitigate risk caused by 

likely price fl uctuations; it is only their secondary purpose to facilitate commer-

cial trade, though in fact they do and indeed are necessary to the conduct of 

business in a globalized economic world. Derivatives allowed merchants to proj-

ect their future costs and revenues with much greater certainty. Very simply, 

whenever a grain merchant purchased grain, he could at the same time sell an 

equivalent amount at an equivalent price to a “futures” broker—that is, a profes-

sional fi nancier who specialized in analyzing global market information (crop 

forecasts and the like) to predict future movements in prices—thus “hedging” 

himself against the risk of a signifi cant shift in market prices during the period 

between his purchase of the grain from the farmer and his sale of the grain to 

the miller. In effect, in willingly shouldering the risk that merchants in the 

grain trade found intolerable, the broker anticipated that he could exploit his 

superior market intelligence to correctly predict the future price of wheat and 

turn a profi t on the “future” he purchased. Thus, the derivatives market was the 

result of microeconomic calculations by merchants about the risk—itself a 

result of the increased complexity of a globalized market—that they were will-

ing to tolerate.

Despite intense opposition from farmers, futures markets remained in opera-

tion because no credible alternative system for managing risk could be devised. 

The excesses of the system, such as rampant corruption and market manipu-

lation, were undeniable.11 But the fact remained that without such a system to 

mitigate risk, merchants who traded commodities in a global marketplace could 

not safely conduct their business without prohibitive risk of bankruptcy.12 

Futures trading became—and remains—fundamental to the entire international 

commodities market system.13 From the strategic standpoint, the development 
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of futures trading was as signifi cant as it was illustrative of the increased com-

plexity in the global economic system. It solved the problem of complexity (the 

risks created by a more complex and thus less predictable business environment) 

by introducing an additional layer of complexity (a market in grain futures as 

well as grain), thus making the entire system even more vulnerable to failure in 

the event of a major system shock.

Another set of microeconomic adjustments to globalization with macroeco-

nomic and strategic implications was the sharply growing practice of “just- in- 

time” ordering. Contemporaries more colorfully called it living from hand to 

mouth. Traditionally, because of so many uncertainties in the market—due espe-

cially to the inability of vendors and customers to communicate in real time over 

any distance or to exchange market information concerning supply, demand, 

and prices—at all stages in the supply chain there was a need to protect against 

the unexpected by maintaining signifi cant buffer stocks, a practice that incurred 

storage and other costs. With the advent of the cable, the emergence of the con-

tinuous market, the ready availability of supply, and the expectation that it would 

be possible to communicate with sellers at the last minute, however, merchants 

assumed they could safely reduce or eliminate their buffer stocks and trim their 

costs, thereby reducing their exposure to losses due to changes in price. As the 

chairman of the Baltic Exchange remarked in 1904 to a British government 

inquiry,

The whole course of [the grain] trade is altering in order to save warehouse 

and other charges. When millers and others want grain, the merchant sells 

it to them on cost, freight and insurance terms, or, in the case of Liverpool, 

ex quay. That grain goes direct to the mills, and the charges for warehous-

ing and other things are escaped. Therefore our trade is getting every day 

into one of cost, freight, and insurance, or of selling ex- ship, without incur-

ring any of the other charges.14

Again, these changes in microeconomic behavior had macroeconomic and 

strategic effects. British defense planners were startled to discover, for instance, 

that between 1893 and 1903, average stocks of wheat held in the United Kingdom 

declined by no less than 40 percent, coming to be measured in terms of weeks 

rather than months of supply. At the most basic biophysical level, then, global-

ization had created a major new strategic vulnerability. Thanks to the advent of 

just- in- time ordering, cities contained no stockpiles beyond what was on the 

shelves, at most enough to last for a few weeks, and therefore were dependent 

on systems that brought them a steady supply of food.

But the new strategic vulnerabilities went beyond the biophysical. The drive 

for improved effi ciencies touched commodities other than food. As the need to 

hold reserves of commodities declined, the global economic system became 

increasingly optimized for profi t, and lengthier chains of dependencies devel-

oped that often extended over the seas. Whether they were aware of it or not, 

the microeconomic behavior of individuals in industrial, urbanized societies had 
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adjusted to globalization. Their economic well- being now required uninter-

rupted access to, and a steady fl ow of goods and staples through, the global trad-

ing system, which in turn required high levels of global economic prosperity.15 

Not only did consumers need imports but also producers depended on selling 

their goods in a constant stream of commerce. If it piled up on the wharves, they 

would be in deep trouble, as would the banks that had extended loans to them. 

National economies were dependent on each other and on the globalized econ-

omy, while the social and political stability of nations was dependent to a consid-

erable degree on everyone’s economic well- being.

These changes generated two related but distinct types of fragility. One was 

the fragility of the economic system itself, a product of increasing optimization 

and of correspondingly declining resilience. The other related to the fragility of 

politically aware industrial societies, whose socioeconomic stability at the 

national level increasingly depended on the smooth functioning of an optimized 

but fragile global economic system. This fragility was rooted in the microeco-

nomic, day- to- day changes wrought by globalization. Vast numbers of ordinary 

people had come to depend on the smooth functioning of the global economy 

quite literally for their daily bread, to say nothing of all the other goods with 

supply chains now stretching around the world. For them, a shock to the system 

would not happen at the abstract level of the state or society; instead, it would 

happen in their daily lives by having to pay much more for items they needed, if 

they could procure them at all. Given time, they could return to the old ways or 

otherwise adapt, but time was quite literally of the essence. The key questions 

that troubled pre- 1914 statesmen across Europe were, how much time was 

needed for businesses and economies to adapt? And, of course, what would hap-

pen in the interim?

If one intersection of microeconomics and strategy caused by globalization 

was futures trading and another was the drive for newly possible effi ciencies, a 

third may be found in international law. The entire structure of international 

maritime law pertaining to war at sea, and specifi cally the law of contraband, was 

based on an understanding of centuries- old commercial practices. For instance, 

international law assumed that a belligerent—its navy and its prize courts—could 

determine from papers found on board a merchant vessel its ultimate destina-

tion and the ownership of its cargo. In the age of the cable and express mail 

steamers, however, these assumptions were no longer valid because of funda-

mental changes in the day- to- day conduct of international trade: Ownership 

papers no longer accompanied cargoes but were held as collateral by the (Lon-

don) bank that fi nanced the cargoes, cargoes in transit frequently changed own-

ership during the voyage, and even at the port of unloading a cargo might not 

have a clear owner.

Already at the beginning of the twentieth century, vendors in the United 

States commonly dispatched from New York wheat- laden merchantmen with-

out an ultimate intended destination. Even the master of the vessel in question 

did not know his ultimate destination until late in the journey. Only after cross-

ing the Atlantic, a voyage that took approximately ten days, and touching at 
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Falmouth (UK) to refuel would the master of the ship obtain his instructions on 

where to discharge the cargo (be it London, Rotterdam, or Hamburg). In 1903 one 

authority estimated that 60 percent of all wheat discharged in British ports had 

been purchased through an exchange while already on the ocean in transit.16

Again, these microeconomic changes had strategic implications. The day- to- 

day conduct of international trade had changed so fast, as a result of globaliza-

tion, that no means or mechanism—national, municipal, or international—existed 

anywhere to verify the ownership or destination of merchant ships’ cargoes. 

Even in peacetime, fi nancial trails that paralleled each international transaction 

were notoriously diffi cult to follow. In wartime, merchants bent on contraband 

running in the pursuit of fabulous profi ts found it all too easy to shroud the 

ownership question in a tangle of paperwork. Existing international law offered 

no guidance to those judges attempting to decide whether cargoes were contra-

band without tangible proof that a specifi c parcel of goods was destined for an 

enemy. The implications were stark. In time of war, the immutable rights of 

neutrals under international law to maintain their legitimate trade had become 

fundamentally irreconcilable with the equally immutable rights of belligerents 

to prevent illegitimate contraband from reaching their enemies. Quite simply, 

even with the best will in the world, disputes could not be settled by applying 

international law. That the square peg of modern commercial practices would 

have to be banged into the round hole of laws designed for the age of sail did not 

mean that no one would try, however.

The Idea of Economic Warfare

Toward the end of the nineteenth century, various commentators with an inter-

est in strategic affairs and political economy began to speculate that the ever- 

growing interdependencies and interconnections between the great industrial 

powers must reduce the likelihood of war between them. Such thoughts sprang 

not from idealism but from widespread perceptions of brittleness within urban- 

industrial societies and the belief that the new global economic system was 

inherently fragile and susceptible to shock. In the extreme, some argued warfare 

that dislocated global trade, and the world economic system, would be so cata-

strophic as to raise the specter of social collapse. Theoretically warfare (certainly 

protracted warfare) would then be an existentially self- defeating proposition for 

anyone contemplating it. “The future of war,” the Polish railway tycoon turned 

military theorist Ivan Bloch wrote in his famous treatise on warfare, “is not 

fi ghting, but famine, not the slaying of men, but the bankruptcy of nations and 

the break- up of the whole social organization.”17 The idea that globalization 

made protracted, large- scale warfare unlikely, if not impossible, was popularized 

by Norman Angell in his 1911 edition of The Great Illusion, which sold more than 

two million copies.

Although military planners (and theorists like Alfred Thayer Mahan) balked 

at this extreme viewpoint, many (including Mahan) nevertheless seem to have 

admitted the plausibility of the central argument: a major war would severely 
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dislocate the world economic system, resulting in severe economic, political, 

and social consequences that would have strategic implications. More than any 

other, this idea stimulated the belief that the next war “must”—of economic 

and social necessity—be short in duration. The most important variable in any 

future war, in other words, would not be the relative military prowess of the 

combatants but the relative economic, social, and political resilience of the war-

ring societies amid an economic Armageddon. If victory could not quickly be 

achieved, then a prompt negotiated peace would be necessary to avert socio-

economic collapse. Hence, the widespread conviction in 1914 was that the 

troops would be home before the leaves fell or that the war would be over by 

Christmas.

Standing at the epicenter of the global trading system, at the hub of the global 

communications network, Great Britain appeared to have more to lose than 

most from a war- induced meltdown of the global economy. Yet from about 1901, 

Admiralty planners began toying with the strategic possibilities of deliberately 

deranging the global economy to undermine an enemy’s socioeconomic stabil-

ity. In effect, they contemplated weaponizing the global trading system. They 

believed that in such an eventuality Britain would suffer relatively less than 

other powers, especially Germany, because Britain’s dependence on the smooth 

functioning of that system was matched by its considerable control over the 

levers of the system, whereas Germany’s was not. In effect, Britain was in a posi-

tion to deny Germany access to world markets while retaining access for itself.

This assessment was predicated on several factors. First, the Royal Navy was 

the most powerful navy in the world, with an unrivaled capability to exert direct 

control over seaborne trade. Second, the Admiralty possessed by far the most 

sophisticated information-  and intelligence- gathering network in the world, as 

well as an understanding of how to leverage this relative advantage into global 

situational awareness. Third, British economic institutions generally appeared 

to the Admiralty to be better placed than those of other nations to weather the 

fi nancial and economic storm that was expected at the outbreak of war. Alone 

among the great powers, the British state possessed impeccable creditworthi-

ness. In time of war, the state’s ability to borrow and spend freely could not be 

overstated.

Most prominently, British companies dominated the physical and virtual 

infrastructure of the global trading system. The cable networks strung across 

the globe, the maritime insurance and reinsurance industry, the banks fi nanc-

ing international sales, the discount market for bills of exchange, and, of course, 

the companies that owned the merchantmen that transported goods and sta-

ples across the oceans—all were based in London. In the eyes of British defense 

planners, this dominance meant that the British government could potentially 

wield effective monopoly control over the critical infrastructure on which 

the global trading system depended. The close connections between Westmin-

ster and the city of London are well documented. Less well known are the close 

links between the Admiralty and key international companies such as Lloyds of 

London (insurance), the Baltic Exchange (freight forwarding), and the Eastern 
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Telegraph Company (cables). In modern parlance, there were numerous private- 

public partnerships in the sharing of information.

Above all else, however, was a conceptual breakthrough: the Admiralty real-

ized that the strategic environment within which navies must operate was sub-

stantively defi ned by the structure and character of the world economic system. 

Naval planners recognized that the nervous and circulatory system of the global 

economy increasingly depended on the sea and in ways that were not entirely 

obvious to others. Whereas sea communications—traditionally the target of 

naval pressure—had once been limited to merchant ships carrying goods and 

letters, by the early twentieth century they also encompassed the networked 

international fi nancial services industry, which was built on the global undersea 

cable communications grid. It can be easy to miss the novelty and signifi cance of 

these developments. From the strategic perspective, this expanded defi nition of 

“communications” opened the door to recognizing that an array of new vulner-

abilities and opportunities now existed.

What is more, very little of this new, expanded strategic environment was 

governed or regulated by internationally agreed rules and laws. Whereas plenty 

of precedents governed the interdiction of ships and goods in wartime, almost 

none governed the interdiction of electronic information; yet seaborne trade 

could now be interdicted just as effectively through non- naval as well as through 

naval means. At the same time, however, older laws governing maritime eco-

nomic warfare retained a superfi cial applicability (to observers then and to most 

historians since) even though the commercial practices they governed had fun-

damentally changed. As explained before, the entire structure of international 

maritime law pertaining to war at sea, and specifi cally the law of contraband, 

was based on an outdated understanding of trading practices. For better or for 

worse, the inapplicability of international maritime law to modern commercial 

practices would make it diffi cult to judge with confi dence that Britain’s (or any-

one else’s) wartime conduct was illegal.

Against this background, to exploit the changed strategic environment to 

Britain’s benefi t, Royal Navy planners conceived the strategy of economic war-

fare. The essence of the proposed strategy was for Britain to exploit the natural 

economic and fi nancial forces set in motion by the outbreak of war, forces that 

were expected to cascade though the economies of all nations and leave wide-

spread chaos in their wake. In other words, Britain would take certain naval 

(and non- naval) measures calculated to channel and intensify the magnitude of 

the inevitable and inescapable economic shock expected to strike the global 

economy.

The aim of this form of economic warfare was fundamentally different from 

others that sometimes receive the same moniker. The Admiralty’s means were 

not to pressure choke points through simply restricting an enemy’s maritime 

trade (as in submarine warfare) or precisely attacking specifi c individual indus-

trial or military targets (as in strategic bombing) but to undertake a wide range 

of actions designed to undermine confi dence in the commercial access and 
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fi nancial systems underpinning Germany’s economy. Britain’s strategic aim was 

not merely to interrupt enemy military operations but rather to quickly destabi-

lize and disorganize civilian economic systems, to create chaos and panic, and 

ultimately to generate social upheaval and political unrest.

It needs to be understood, furthermore, that British actions were calculated to 

target both the physical and the psychological. Weaponizing the infrastructure 

of global trade would translate into a shock—not attritional—attack on an enemy 

society. The means and ends of this plan were also very different from a tradi-

tional blockade (the term most often used to describe Britain’s wartime economic 

warfare campaign). Blockade predated the globalized world economy and was 

based on older trading practices and international law. Moreover, it worked by 

targeting an enemy state’s revenues through the interdiction of physical goods, 

and it could work only slowly. The new economic warfare, by contrast, targeted 

an enemy’s society (not state) psychologically (not physically), and it could work 

quickly. This conceptual model was fundamentally novel.

It should be further noted that contemporary planners, grasping for the 

vocabulary to describe their new ideas, sometimes resorted to the old phrase 

“blockade” when they meant something quite different. For instance, when in 

September 1913 First Lord of the Admiralty Winston S. Churchill referred to the 

strategy in a letter to the prime minister, he used the word “blockade,” yet the 

context in which he used it made clear that he envisioned something new and 

very different. “The one thing that really matters to the Admiralty is the power 

of effective blockade. We want to be able to cut off and arrest completely the 

sea- borne trade of Germany, and by this means to injure and dislocate her eco-
nomic system so as to compel a peace.”18 Traditional blockade did not seek to dis-

locate an enemy’s economic system; the new economic warfare did.

It is perhaps not surprising, in view of the novelty of the Royal Navy’s think-

ing, that its new strategy faced criticism from more traditionally inclined think-

ers. When the navy fi rst mooted its ideas in 1905, during discussions between 

the army and navy general staffs concerning British war policy in the event of 

war with France, economic warfare was ridiculed as an “invertebrate measure 

of offence” (!). The director of military operations (the head of the army’s plan-

ning staff) dismissed the navy’s proposals as nonsensical, holding that they 

refl ected “a very grave divergence of opinion . . . not so much on the general 

question of strategy as upon the whole question of war policy, if not indeed 

upon the question of what war means.”19 The general, of course, was quite cor-

rect: the conceptual implications of the navy’s thinking was much more than a 

new approach to the application of naval force; its economic warfare plan 

involved a wholesale rethinking of what war meant. No longer would war con-

sist only of armed forces seeking to impose their will through physical violence, 

a paradigm to which even the revolutionary levée en masse (mass conscription) 

of the late eighteenth century could be accommodated; now it might be waged 

without physical violence by public- private partnerships. And these “inverte-

brate” means, its advocates insisted, could potentially collapse an enemy’s ability 
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and will to fi ght more certainly and cheaply than “vertebrate” means ever 

could.

As they struggled to turn theory into a workable strategy and at the same time 

gain a more sympathetic audience for their new approach to warfare, naval 

planners made and acted on several additional conceptual breakthroughs. First, 

they realized that they needed advice from the people who conducted and stud-

ied international trade if they wanted to understand the global economy in the 

necessary detail. As a result, they began speaking to leading economists, bankers, 

shippers, and businessmen. Second, they recognized that very signifi cant legal 

implications would arise with British interference with global communications. 

Already Admiralty offi cials were conducting what would now be called lawfare, 

as they were doing their best to ensure that British negotiators at international 

legal conferences such as the Hague Conference of 1907 favorably shaped the 

international maritime legal environment (though with limited success, it must 

be said, because the British civilian plenipotentiaries would not cooperate). 

Third, they realized that interfering with communications would affect the 

interests of multiple foreign and domestic stakeholders who had signifi cant 

political infl uence. Implementation, therefore, would require the highest politi-

cal approval. Theirs was not simply a naval strategy, in other words, but a 

national strategy. As a result, they encouraged and participated energetically in 

interdepartmental discussions.

Victory in these interdepartmental discussions was far from assured. From 

the perspective of the political executive (represented by the prime minister and 

eight other senior cabinet ministers), the Admiralty’s plan for economic warfare 

required revolutionary innovations in the strategic policy process and the 

assumption of enormous political risk. Both requirements derived from the 

extensive array of stakeholders whose interests would be affected by a campaign 

of economic warfare. They included British consumers, British businesses (espe-

cially in the shipping, communications, and fi nancial services industries), and 

foreign neutrals. In the British government, these stakeholders were represented 

chiefl y by the Board of Trade, the Treasury, and the Foreign Offi ce.

The mere act of including the Board of Trade in strategic defense discussions 

was itself revolutionary by the standards of the day. Traditionally, strategy had 

been a matter for the Admiralty, the War Offi ce, and perhaps the Foreign Offi ce. 

In January 1912 Arthur James Balfour, a former prime minister (1902–5) who 

remained a permanent member of the Committee of Imperial Defence (CID), 

observed in a letter to another CID member “that war is no longer carried on 

solely by the Admiralty and War Offi ce, and that every branch of the Public Ser-

vice is concerned, are truths which have become more and more clear in conse-

quence of the investigations of the CID.”20 By the same token, the mere act of 

trying to enlist the support of British business interests for the strategy—to say 

nothing of actually adopting or implementing the strategy—required substantial 

expenditures of political capital. The British government in the years before the 

First World War was Liberal, which then meant it was ideologically committed to 

free markets and free trade. Quite simply, seeking businesses’ support for war-
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time government control over the three pillars of global communications—

cables, merchant ships, and fi nancial services—risked alienating the govern-

ment’s core constituency.

For more than a year, between February 1911 and May 1912, a group of senior 

government offi cials sat as members of a committee chaired by Lord Desart to 

assess the relative risks of economic warfare. The establishment of the Desart 

Committee refl ected the political executive’s recognition that economic warfare 

was too important a matter to be left to the admirals. Adopting their strategy 

would be a matter of national strategic policy—or grand strategy—and weighing 

its merits and drawbacks required input from multiple governmental and nongov-

ernmental stakeholders. The Desart Committee’s investigation, which included 

testimony from leading bankers, shippers, and insurers, made clear that imple-

menting economic warfare would meet powerful and signifi cant resistance from 

British business.

The Board of Trade and the Foreign Offi ce voiced their concerns about the 

domestic and foreign costs of the strategy very plainly. They argued, correctly, 

that economic warfare would entail large- scale state intervention in the workings 

of both the domestic and international economy, starkly challenging traditional 

ideas about the role of government. Moreover, the military’s adoption of eco-

nomic warfare, and the unprecedented state intervention into the economy that 

would ensue, would far exceed established boundaries of what constituted 

national strategy and indeed the very nature of war. The domestic and diplomatic 

backlash, the Board of Trade and Foreign Offi ce predicted, would be massive.

Though disconcerted, the political executive discounted these warnings. 

Impressed by the Desart Committee’s assessments of the potentiality of economic 

warfare, the political executive (acting in conjunction with the CID) gave the 

defense establishment permission to forge ahead with preparations for offensive 

warfare. The government resolved that in the event of war it would assert its 

right to intervene in the economy. In secret, the government drafted a set of reg-

ulations and penalties to govern the activities of British companies in wartime 

that would prevent their trading with the enemy or on the enemy’s behalf. They 

were articulated in a series of royal proclamations, drafted before the war, that 

forbade British merchants, fi nanciers, and shippers—any imperial subject—to 

trade or conduct business with the enemy. The naval authorities were further 

granted “pre- delegated authority” (a truly extraordinary innovation in defense 

arrangements with huge constitutional implications) to implement immediately 

upon declaration of war stringent controls over a wide range of commercial 

enterprises connected with international trade.

Implementation and Abandonment, August–October 1914

When Britain declared war on Germany at 11:00 p.m. on August 4, 1914, the global 

economy was already in disarray. The mere expectation of war during the previ-

ous week caused a virtual cessation of world trade, an impact more dramatic than 

even the most pessimistic commentator had forecast. By July 31, every stock 
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exchange around the world (including Wall Street) had shut its doors. There was 

a global liquidity crisis. Banks recalled their loans. Foreign exchange was simply 

unavailable though on the gray markets in New York, sterling was selling for 

$6.00 (up from par $4.86). In London, meanwhile, the accepting houses that funded 

international trade were unable to meet their obligations and technically were 

bankrupt. The British government was compelled to step in and underwrite the 

entire stock of outstanding bills of exchange (in the world), thus increasing the 

national debt obligation overnight by approximately three- quarters.21

The British government went to war extremely nervous about the health of 

its domestic economy and worried by the specter of large- scale unemploy-

ment. “The chief fear that haunts ministers,” the well- connected Lord Esher 

noted in his journal on August 3, “appears to be not the naval or the military 

situation, but the inevitable pressure of want of employment and starvation 

upon the operatives in the North and Midlands; this may lead to a highly dan-

gerous condition of affairs.”22 “Distress will come upon us very swiftly,” Her-

bert Samuel, the government minister responsible for unemployment, wrote 

to his wife on August 4. “In a fortnight’s time,” he immodestly anticipated, 

“mine will be the heaviest task of all, except the Admiralty’s.”23 A further, more 

tangible measure of concern was the cabinet’s insistence on retaining at home 

one- third of the available infantry divisions to meet anticipated civil disorder 

in the industrial north instead of sending them to France to help stem the Ger-

man invasion.24

Such worries notwithstanding, the cabinet tacitly approved the implementa-

tion of economic warfare. In so doing, it compounded the global economic chaos, 

as had been intended. Then came the backlash, which the Desart Committee had 

foreseen, but it was far swifter and more intense than expected. As the scale of 

the economic devastation became increasingly apparent, domestic interest 

groups became ever more vocal in clamoring for relief and lobbying for special 

exceptions, and neutrals howled in outrage at collateral damage to their inter-

ests. In the government, their protests received a sympathetic hearing from 

offi cials at the Treasury, the Board of Trade, and the Foreign Offi ce who had 

never fully approved of economic warfare in the fi rst place. Compounding the 

problem, inadequate economic data clouded understanding and spawned uncer-

tainty, leading to hesitation. Political commitment to the strategy began to 

crumble; more and more exceptions to the published rules were granted, thereby 

further undermining the effectiveness of economic warfare; and implementa-

tion stalled.

In October 1914, aware of evasions and growing outright defi ance by domes-

tic interests, combined with mounting pressure from powerful neutrals (espe-

cially the Woodrow Wilson administration), the economic warfare strategy was 

aborted. As a result, the British were compelled to wage war in ways they had 

previously agreed were undesirable, unthinkable, unworkable, and even fatal. 

The reasons bear consideration by any nation contemplating a similar strategic 

policy.
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What Went Wrong?

The war exposed the limits of prewar planning, and of the political will to engage 

in prewar planning, in several ways.25 One was the failure to understand fully 

how relatively narrow technical details in economic warfare could have large 

political consequences. For example, in 1914, to prevent trading with the enemy, 

the British cable censors required that all messages be transmitted in plain 

English (i.e., no shorthand or abbreviations or code) and that each telegram 

include the recipient’s full name and address of recipient (i.e., no internationally 

registered abbreviations such as LAMP32, which is akin to a dot- com address like 

“shoes.com”). In so doing, however, they either forgot or did not appreciate the 

fi nite limitation in cable capacity or bandwidth, to use the modern term. The net 

effect of the new regulations governing telegram content doubled or even tri-

pled the length of each message; consequently, a communications logjam grew, 

exacerbating the global commercial paralysis. Overruling objections from the 

military censor, the government quickly relented, dialed down the regulations, 

and agreed to share communications resources with corporations (both nomi-

nally British and foreign).

Another way in which the war exposed the limits of prewar planning con-

cerned the behavior of British businesses. Before the war, faced with abundant 

evidence that they would resist government regulation but seeking to avoid a 

politically damaging confrontation, the government defaulted to blithe hopes 

about private sector conduct. The government expected that moral suasion 

would translate into effective control, that businesses would cooperate with 

regulations, and that capitalists would forgo enormous opportunities to make a 

profi t on the black market out of patriotism. Such an assumption ignores the 

reality that capitalistic economies are built on a reward system that encourages 

fi rms (and individual businessmen) to deviate from the conventional and to pio-

neer new methods. Those who succeed earn disproportionate rewards; those 

who fail risk bankruptcy. Put crudely, the instinctive and essentially rational 

behavior of businessmen is to make money through innovative means. It might 

be said that conforming to government expectations is antithetical to business 

mentality.

Aside from the political costs of confrontation, the prewar structure of British 

business made measuring its compliance with regulations extremely diffi cult. 

Tracking large corporations was one thing; tracking small businesses, through 

which an enormous amount of economic activity fl owed, was another. Gener-

ally speaking, then as now, an inherent conceptual bias when talking about the 

problem is refl ected in envisioning the economy only in terms of large corpora-

tions, big systems, and big data. In reality a vast (unquantifi able) amount of 

economic activity fl ows through the enormous base of small businesses. In any 

case, the prewar British government never set up suffi cient detection and en-

forcement mechanisms to ensure compliance with the announced prohibitions 

on trade.
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As a result, certainly within six months, perhaps within three, certain Brit-

ish businesses were conducting a roaring trade with the notional “enemy,” and 

most of it was fi nanced though British banks, which also fi nanced most contra-

band from Americans to Germany via neutrals. To add insult to injury, much of 

this trade was transacted over British cables and the goods carried to the 

enemy in British ships. Although these violations were apparent to some 

degree, the military authorities responsible for waging economic warfare 

found themselves powerless to prevent these violations and perhaps often 

lacked the commercial expertise even to recognize what was happening. Early 

attempts to improvise a better organization were resisted by other govern-

ment departments (whose assistance was needed), while political leaders 

turned a blind eye. In the meantime, British trade with “previously unknown” 

corporate entities located in countries contiguous to Germany grew exponen-

tially. For more than a year the British government remained unaware of the 

scale of the problem, as it lacked the means to gauge it and did not want to 

believe the worst.

The government’s ability to impose effective control over the economy devel-

oped only gradually and not because British businessmen suddenly discovered a 

hidden reservoir of patriotism. By 1916 many in the private sector were suffi -
ciently worried by the prospect of a social revolution that they were seemingly 

willing to tolerate relatively moderate state interference as a preferable alterna-

tive to arbitrary confi scation of private property by a radicalized socialistic 

society. The government and businesses had different understandings of what 

constituted a security emergency: for the government, the national security 

emergency was the prospect of military defeat; for businesses, the corporate 

security emergency was the prospect of social revolution. In other words, when 

businesses fi nally began to cooperate with the government, they did so not 

because the government’s prewar expectations about corporate patriotism 

were correct but because they came to fear something more than government 

regulation.

The government’s failure to anticipate the behavior of British businesses 

refl ected its even more fundamental failure to reach consensus with key stake-

holders about the proper relationship between the state and society in wartime. 

While the authority of the state to conscript its citizens was well enough estab-

lished during the nineteenth century, cemented by Prussia’s victory over France 

in 1870, the state’s right to conscript never extended to private property. Social 

cooperation with a strategy that affected property interests had to be voluntary; 

it could not be legally compelled (and still cannot?). For the government, volun-

tarism was necessary not only to avoid legal challenge but to acquire the infor-

mation—in effect, the “targeting data”—needed to prosecute the strategy of 

economic warfare. National security imperatives required society to reconcep-

tualize its relationship to the state, but neither party realized the degree to 

which reconceptualization was necessary.
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The Commons Strike Back: Implications for Cyber Warfare

In seeking to disrupt global communications, broadly defi ned, via economic war-

fare, Britain enjoyed many advantages:

1. A near monopoly over the communications infrastructure of international 

trade

2. Naval offi cials with the imagination to understand that the character of the 

global economic system had redefi ned the navy’s operating environment 

and to spot resulting new strategic opportunities

3. Government offi cials who acknowledged that they lacked expertise on eco-

nomic behavior and day- to- day business practices and were willing to seek 

civilian assistance

4. Other offi cials who realized that any attempt to interfere with maritime 

communications posed serious legal problems and attempted to shape the 

legal terrain accordingly

5. The broad recognition that any attempt to interfere with maritime com-

munications was a grand strategic rather than an operational problem 

that required input from multiple stakeholders both inside and outside 

government

6. A political executive willing to conduct strategic discussions with multiple 

stakeholders, even at the risk of alienating its core political constituency

7. A strong prewar political commitment to the strategy of economic warfare, 

manifested concretely in the pre- delegation of authority

Even with all these advantages, however, Britain’s strategy of economic warfare 

still failed. Indeed, it was barely tried.

The planners of cyber warfare could use this story to assure themselves that 

they would not make the same mistakes today. Moreover, they could use it as an 

opportunity to ask whether the United States (as the present hegemon) or any 

other actor enjoys the same advantages that Britain enjoyed and to think through 

some of the diffi culties they might face and the risks they would be running.

One obstacle is simply to defi ne cyberspace. Just as defi nitions of maritime 

communications were not self- evident before World War I, so defi nitions of 

cyberspace are not self- evident today. How does one distinguish private from 

public cyberspace, or one state’s cyberspace from foreign cyberspace? Will it 

suffi ce to defend just one’s own military cyber systems and critical infrastruc-

ture and key resources? Further, given that the health of the national economies 

of the United States, most European states, China, Japan, and others depends so 

very greatly on a healthy world economy, should national security measures 

encompass this too? Where does one draw the line?

It may be helpful to consider potential parallels between maritime space and 

cyberspace. The maritime space most readily identifi ed as the global commons are 

the high seas, or oceans, but they are contiguous with progressively smaller and 

more sovereign (i.e., non- common) waters: gulfs, bays, deltas, ports and harbors, 
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rivers, inland seas, lakes, and so on. Some of these waters may be reachable by 

continuous voyage, while some may be more isolated. Determining exactly 

where the commons turns into a sovereign area is not easy. By analogy, the pri-

vate sovereign areas of cyberspace are the cyber equivalents of inland seas, ports 

and harbors, great lakes, and so forth. Permission from their owners, or sover-

eigns, may be required to enter these “places.” Alternatively, entrance to these 

spaces without permission is tantamount to use of force and espionage. The idea 

of cyberspace as a commons coexists uneasily with various private, sovereign 

claims.

As if the challenge of defi ning interests in cyberspace is not enough, it also 

involves very diffi cult legal questions—just as the challenge of defi ning maritime 

communications posed very diffi cult legal questions. The fact is US fi rms domi-

nate cyberspace, with very large portions of global Internet traffi c passing 

through the United States, but other states host data and traffi c too. China, for 

example, has taken numerous steps to wall off its critical information infrastruc-

ture from the outside world and subject it to state control.26 Will societies so 

readily accept claims by their own or a foreign government of the right to com-

mandeer or withhold bandwidth by which one gains access to cyberspace—in 

other words, the radio frequencies used by the mobile communications systems 

through which users increasingly interact with cyberspace—as mobile platforms 

and related applications proliferate? Similarly, the US government, without nec-

essarily owning cyberspace, presumes to control access to portions known as 

dot- gov and dot- mil because it has control over the servers and the content. 

Does it own the interaction space, or the protocols and gateways by which peo-

ple gain access to those servers and data? In the Western world at least, does any 

state’s exercise of sovereignty amount to legal ownership? Does ownership per 

se confer the right to control access? Does the United States or any other govern-

ment have an international legal or moral right to defend, regulate, or control 

access to cyberspace in ways that will very likely impinge on others’ interests? 

What would be the political costs in asserting such claims?

In wartime these and related questions will push their way to the front of 

political awareness. The exact answers are less important here than the recogni-

tion that these questions must be asked. The British experience with economic 

warfare suggests that it would be very dangerous for the United States or any 

other government to assume that it could readily translate national dominance 

of cyberspace—however defi ned—into legal or effective state control.

If a state does decide to wage cyber warfare, how will it insulate itself from the 

collateral damage caused by deranging the global commons, whether the state’s 

own law authorizes the action or not? How will the United States or any other 

government gain the cooperation and monitor the compliance of its private 

companies, many of which are multinational in their ownership and operations? 

How will countries respond when their consumers complain about rising prices 

and when businesses protest heavy state regulation, unfair foreign competition, 

and falling profi ts? What will states do when allies and neutrals complain that 

actions targeted at belligerents are hurting them? The issue is not necessarily 
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that the United States or any other state will be unable or unwilling to act unilat-

erally within cyberspace. Rather, the issue is that if the United States or any 

other globally connected state acts unilaterally, then, for a variety of reasons—

primarily economic but also political and diplomatic, not to mention legal—such 

action will impinge on the critical interests of others and risk a backlash. Effec-

tive measures that a highly globalized state might take in cyberspace could hurt 

its own and foreign interests so much that it might be compelled to call off its 

attack, just as Britain had to do in October 1914.

To illustrate this potential dynamic, consider a state- authorized cyber attack 

that corrupted the integrity of data or algorithms in a major international bank 

or stock exchange. Such an attack could be intended to damage and thereby 

coerce a particular country. But what if the effects undermined trust in wider 

international fi nancial systems, thereby jeopardizing the stability of the interna-

tional economy? Even if the effects were successfully localized—perhaps because 

the attacking state was relatively unconnected (which seems implausible) or 

unimportant to the international fi nancial system—should other states attribute 

the attack to their satisfaction, then they would be expected to take retaliatory 

action. Such action could then impose economic pain on the attacking state and 

its population, including through sanctions. Depending on the ensuing political- 

economic developments in the attacking state, the consequences could resemble 

those that Britain experienced in 1914.

Britain’s campaign of economic warfare is a parable of unintended conse-

quences. If the British experience has a single lesson, it is that the infrastructure 

of a globalized economic system makes for a weapon of mass destruction rather 

than a precision strike weapon. Accordingly, weaponizing it entails pervasively 

political problems. It is not a problem for computer experts or national security 

agencies to tackle alone.

To have any hope of success, a strategy to weaponize critical economic infra-

structure requires acknowledging the multiple stakeholders involved—foreign 

and domestic, inside and outside the government—and gaining their coopera-

tion. Its formulation demands direction from the highest political authority and 

the assumption of substantial political risk by elected offi cials even to seek coop-

eration from powerful constituencies, let alone to alienate them by actually 

implementing the strategy. The more aggressive the weaponization of the global 

economic infrastructure, the more severe the damage it will cause not only to its 

intended target but also to collateral stakeholders, including neutral nations, 

domestic business interests, and domestic consumers who vote.

For the strategy to survive the likely backlash, or for the intensity of the back-

lash to be reduced, a case must be made to stakeholders before the strategy is 

implemented that the costs of an alternative strategy, or no strategy, would be 

even worse—say, a war that drags on for four years, costs millions of lives, and 

raises the specter of revolution at home. These stakeholders would include not 

only the citizens and the businesses of the state contemplating cyber- economic 

warfare but also the allies, the friends, and the major trading partners as well as 

the multinational fi nancial institutions whose stability is vital to the international 
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system. It may be impossible to secure the cooperation of all interested parties, 

but it is certainly impossible to do so without realizing that their cooperation is 

necessary.

In the event of a future major confl ict, waging economic warfare within the 

context of a very different global economic structure would be, as it was a century 

ago, quite different in its character from anything experienced before. It thus 

behooves us now to devote serious and persistent thinking to the subject.
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Emerging technologies are changing how people create, share, protect, and store 

data; intellectual property; and wealth. New lines of operation have emerged for 

governments and businesses to pursue along with new weaknesses and vulnera-

bilities for adversaries to exploit. The unevenly governed spaces of the cyber 

domain have become the newest front line for military and economic confronta-

tion because cyber attacks fi t conveniently into adversarial strategies to counter 

superior conventional military capabilities. Cyber weapons enable even rela-

tively unsophisticated actors to project power and operate deep within virtual 

and physical territory of the United States and other countries. They target the 

domain where the United States and other technologically advanced states are 

most vulnerable: our interconnected society, economy, and networked military, 

all of which rely on a digital architecture constructed for speed and convenience, 

not security.

For these reasons, a “cyber Pearl Harbor” has been one of the most prevalent 

and familiar analogies used by American offi cials, experts, and pundits to raise 

awareness of the dangers in this new realm of competition. The analogy conjures 

up grainy newsreel footage of burning battleships and the nation’s entry into 

World War II. It evokes a devastating bolt from the blue that leaves an indelible 

imprint on the US psyche. In 2012 then secretary of defense Leon Panetta raised 

the specter of a cyber Pearl Harbor when he warned of attacks that could cripple 

the United States or its military. “Remember Pearl Harbor” is a call to mobilize 

support for increased cyber preparedness.

In spite of its critics, the Pearl Harbor analogy has endured because it usefully 

frames how dependence on cyberspace generates vulnerabilities that adversar-

ies can exploit. Like all analogies, it must be applied with care. It gives less pur-

chase when treated as a case of strategic surprise because the idea of a crippling 

bolt from the blue is an inaccurate characterization of historic events as well as 

an unlikely harbinger of future ones. But the analogy does provide insight into 

how an adversary could gain leverage over a conventionally superior military by 

avoiding areas of stronger states’ military dominance and by launching cyber 

attacks against critical military infrastructure. It is also a warning that much of 

the current, tactical war- fi ghting capability of the United States and its allies 

EMILY O. GOLDMAN AND MICHAEL WARNER

Why a Digital Pearl Harbor 
Makes Sense . . . and 
Is Possible9
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depends on their ability to navigate and secure cyberspace, where their forces 

and weapons systems are linked and controlled.

What Happened at Pearl Harbor

Pearl Harbor was not a strategic, bolt- from- the- blue surprise for the United States. 

Diplomatic relations between Japan and America had reached their nadir in late 

1941. The United States was exercising coercive power to contest Japan’s occu-

pation of China and other Asian states, and Washington expected war. Pearl 

Harbor was a logical, if misguided, result of Imperial Japan’s long- term strategy 

to expand its Pacifi c empire and blunt the United States’ effort to stop it. Japa-

nese expansionism focused on establishing an exclusive zone of infl uence, the 

Greater East Asian Co- Prosperity Sphere. By mid- 1941, however, Japan’s aggres-

sion in China and its larger aims in the southwest Pacifi c were hampered by 

President Franklin D. Roosevelt’s embargoes and freezing of Japanese funds in 

US banks, which Tokyo saw as tantamount to economic warfare. Japanese naval 

planners in response sought to stymie Washington’s ability to frustrate Tokyo’s 

seizure of the resources that its military and economy desperately needed. Since 

America had moved aggressively to frustrate Japan’s military aims in China and 

impede its economy, the Japanese reasoned they had to hit back.

Adm. Isoroku Yamamoto, Japan’s top naval strategist, understood the risks of 

fi ghting America’s industrial might, which he had seen fi rsthand as a young offi -
cer. For Japan to win and retain the upper hand, he believed, it had to strike a 

decisive blow at the outset of hostilities—one that would preclude the possibility 

of the United States going on the offensive while Japanese forces consolidated a 

defensive perimeter in the western Pacifi c. Japan would have to eliminate US 

forces in the Philippine Islands (astride Japan’s key supply routes) and crush the 

US Pacifi c Fleet near Hawaii to prevent its advance toward Japanese home waters 

before Japan was ready for the great naval clash that would decide the struggle 

once and for all.

Yamamoto’s strategic objective was not to conquer the United States or even 

to seize (much) US territory but to delay the inevitable American counteroffen-

sive. He judged that destroying the Pacifi c Fleet’s offensive power, even tempo-

rarily, would allow Japanese forces to take control of oil supplies in the Dutch 

East Indies and erect a barrier chain of island bases, thereby enabling Japan to 

delay the Pacifi c Fleet’s westward progression and perhaps even force negotia-

tions from a position of strength. A model for the attack was Germany’s success-

ful blitzkrieg strategy in France: hit hard and demoralize the adversary so its 

people would reject a long and costly war. It would take years for the United 

States to recover, Yamamoto hoped, and by then the Americans would face a fait 

accompli, with Japan’s control extending from the Indian to the Pacifi c Oceans.

Although the Americans possessed ample strategic warning, they had little 

tactical warning because Japanese operational deception worked. American 

leaders knew full well that Pearl Harbor was vulnerable and explicitly consid-

ered the possibility of attacks by Japanese submarines, saboteurs, or carrier- 
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based aircraft.1 Leaders in Washington and Hawaii did not, however, consider 

such attacks at Pearl Harbor to be either inevitable or imminent. US Army ana-

lysts had plentiful diplomatic signals intelligence from reading Japan’s Foreign 

Ministry ciphers, but Japanese diplomats were not informed of the day and hour 

that war would begin until the last possible moment. US Navy analysts misread 

the intelligence clues they possessed (and failed to realize how many indicators 

they lacked) partly because the Japanese fl eet practiced simple but effective 

deception and denial methods. Better management of intelligence analysts in 

Washington and Hawaii might well have revealed additional clues to Tokyo’s 

intentions and spotted the Japanese deception efforts, thus providing another 

vital indicator of impending hostilities.

Pearl Harbor with its strong defenses proved vulnerable because the Ameri-

cans lacked situational awareness and tactical control. Japanese aerial and sub-

marine scouting of the harbor at dawn on December 7 should have prompted the 

base to go to battle stations, but as the US Army and Navy failed to coordinate 

their watches, clear indicators went unheeded. Also, had the radar system sent 

to guard Pearl Harbor been fully operational, the Japanese attack could have 

been blunted. Radar operators in training informed their chain of command of 

incoming planes that morning, but they were told the radar returns represented 

a US Army Air Forces fl ight from California.

The Japanese decision to attack Pearl Harbor looks logical only when one 

ignores its absurd premise: the island nation of Japan, already enmeshed in a war 

against the world’s most populous country (China) and having recently fought 

another neighbor (the Soviet Union), could better its lot by attacking the world’s 

foremost naval powers (the United States and Britain). Such a suspension of 

common sense was possible only in Tokyo’s militarized political climate, in 

which the army dominated the prime minister, who could not form a govern-

ment without the army’s support.2

What Did Not Happen at Pearl Harbor

Japan hoped to buy time and present the United States with a fait accompli, but 

the Pearl Harbor operation was operationally and tactically fl awed. The Imperial 

Japanese Navy’s striking force easily reduced the Pacifi c Fleet’s aging dread-

noughts on Battleship Row to smoking hulks, but it missed the fl eet’s more 

important aircraft carriers, heavy cruisers, and submarines. Japanese pilots had 

been ordered to hit these ships, but most of them, including all the carriers, were 

at sea to keep them away from Pearl Harbor. This represented a huge missed 

opportunity for Japan, as US Navy aircraft carriers and submarines would play a 

key role in strangling Japan’s supply lines from 1942 onward and largely deter-

mine the outcome of the Pacifi c war.

The attack also did little damage to the Pacifi c Fleet’s vital supplies and servic-

ing components: fuel depots, dry docks, repair facilities, and undersea cable 

landings. This factor looms large in our analysis when considering the decision- 

making that had already occurred in Washington. Although Japanese planners 
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saw the fl eet as their main objective, the US Navy’s leadership believed the facil-

ities at Pearl Harbor were more important. Pearl Harbor was not the Pacifi c 

Fleet’s main base. In May 1940 the US Navy (under fi rm orders from the White 

House) had temporarily shifted the main base of its Pacifi c Ocean fl eet from San 

Diego to Pearl Harbor.3 Admiral Yamamoto described this move as “tantamount” 

to a declaration of war. American admirals, in contrast, worried that the Japa-

nese would target the harbor’s “critical infrastructure” while the fl eet was at 

sea.4 Pearl Harbor’s oil stocks, in particular, were obvious from the air and highly 

vulnerable. Hitting them along with the ship repair facilities might have sent the 

fl eet back to San Diego, to which the navy already wanted to return.

Had that happened, the course of the Pacifi c war could have been much differ-

ent. The importance of Pearl Harbor’s facilities is diffi cult to overestimate. Oil 

tanks can be rebuilt and refi lled, and dockyards can be repaired. But when? Not 

for weeks at a minimum and perhaps for months—that is, if Washington decided 

to rebuild and reinforce its already ruined and exposed Hawaiian base. In the 

event, surviving US warships had plenty of fuel to operate in the central Pacifi c, 

and indeed they were operating there and harassing the Japanese within days of 

the Pearl Harbor attack. Salvage operations on the sunk and damaged ships at 

Pearl commenced immediately. And the harbor was open for business when it 

mattered most, in May 1942. The aircraft carrier USS Yorktown had received seri-

ous damage in the Battle of the Coral Sea (May 8) but was hastily repaired at 

Pearl Harbor. Experts estimated a two- week spell in dry dock for Yorktown, but 

technicians did enough work in forty- eight hours for it to sail again. If those vital 

repair facilities had been destroyed and those workers sent back to San Diego, 

Yorktown would have been unavailable for the pivotal Battle of Midway on June 

4, leaving the Imperial Japanese Navy with a much freer hand.

Japan’s surprise attack might have disabled the US Pacifi c Fleet for a year or 

more, giving Japanese forces time to dig in for a lengthy confl ict. But Japan’s 

intended knockout blow didn’t succeed, and it ensured the United States would 

fi ght to the end of Japanese militarism.

The Logic of a Digital Pearl Harbor

Theories of surprise attack can account for the pattern of a weaker state lash-

ing out at a stronger opponent to gain time to consolidate its ill- gotten gains. 

It might involve a direct attack on the stronger party or instead a seizure of 

something of interest to the stronger party but not worth enough to merit a 

protracted confl ict to regain it. The latter, less provocative fait accompli is still 

a half step toward war. It promises a greater chance of political victory than 

quiet diplomacy, but (being violent itself) it also raises the risks of escalatory 

warfare.

The Pearl Harbor analogy is a warning to study the calculations of adversaries. 

Some, like Japan in the 1930s, might consider a surprise attack a viable preemp-

tive option to temporarily blunt superior military capabilities. Do other people 

actually think this way? They have and they do. Saddam Hussein of Iraq certainly 
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did in 1990. He mounted a surprise mobilization of his best divisions and invaded 

neighboring Kuwait as soon as his forces were ready. Kuwait fell to Iraqi troops 

in hours, giving Hussein an oil- rich “nineteenth province” with a fi ne harbor on 

the Persian Gulf and changing at a stroke Iraq’s strategic position with respect to 

Iran, its enemy in a grim eight- year war that had recently ended. A lesson for our 

time is that adversaries who feel their backs against the proverbial wall might 

lash out in new and unexpected ways.

Conditions exist today that resemble the East Asian crisis in the 1930s and 

could entice an adversary to strike a similar blunting attack against the United 

States or one of its allies in the hope of a quick victory that presents it with an 

undesirable strategic fait accompli. A power with a high tolerance for risk and, 

perhaps, a growing sense of desperation—especially one that perceives the 

United States or other adversaries to be seriously threatening its political and 

strategic fortunes—could use cyber means to shape the preconfl ict environ-

ment and delay or deter America’s response. In such an aggressor’s calculus, the 

United States (or other potential adversaries) might be induced to stay out of a 

regional confl ict, in effect letting an aggressor keep his gains. Once an aggressor 

gained what it wanted, it might even have the ironic temerity to call on the 

international community to intervene and stop its opponent’s pressure and 

retaliation. If an adversary’s objective is to convince Washington or another 

state to leave it alone, or to allow it to pursue its aims against its neighbors, then 

Admiral Yamamoto’s intellectual heirs in such a situation could be tempted to 

mount a quick strike.

But unlike Yamamoto’s pilots, a contemporary adversary might either strike 

mobilization and logistical networks, impeding the adversary’s ability to operate 

militarily, or manipulate information to blind and confuse it, much like China’s 

strategy in Peter Singer’s novel Ghost Fleet. From the adversary’s perspective, a 

cyber attack has the virtue of damaging its opponents’ ability to respond in the 

physical domain while not provoking public cries for retribution the way a ter-

rorist attack on a city would.

In the 1991 Gulf War, Iraqi leaders did not fully appreciate the signifi cance of 

highly advanced surveillance planes or networked computer communications. A 

future opponent will not likely make the same mistake.5 Dependence on cyber-

space for shared battlespace awareness may provide a decisive advantage for 

higher- tech militaries today, but the data infrastructure and data themselves 

make exceedingly valuable targets. The incentive to contaminate or disrupt the 

information fl ows on which the US military depends, for example, is enormous. 

A cyber- savvy adversary with outsized goals could fi nd this type of effect 

attractive. Adversary countries need not even be risk acceptant to adopt this 

strategy. They may in fact be risk averse, but like Japan in 1941, their decision- 

making processes may give disproportionate weight to the most bellicose and 

paranoid leaders and factions. It does not take the resources of a state to mount 

a damaging cyber attack, and such an attack can be formulated in secrecy even 

from other parts of the attacking state. Or, as recent events suggest, national 

governments may fi nd it challenging to exert control and oversight over all 
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potential hacker communities within their military cyberspace apparatus, not to 

mention industry or patriotic hacktivists outside state control.

The Pearl Harbor analogy reinforces the maxim that while “amateurs focus on 

tactics, professionals study logistics.” Targeting critical military cyber infrastruc-

ture today might succeed where Japan failed in 1941. This is so not because of any 

quality inherent in the attacker or in the political environment but because of the 

dependence of advanced militaries on cyberspace.

The Current Environment

These concerns are not far fetched. The adversaries of the United States, and 

those of other states, have invested in asymmetric means—such as anti- access 

and area- denial capabilities—to counter traditional US strengths and to prevent 

it from projecting power abroad. They are preparing the future cyber battlefi eld 

now by stealing intellectual property, conducting industrial espionage, and 

exploiting government networks and those of defense, fi nancial, and communi-

cation industries. Through intelligence, surveillance, and reconnaissance against 

US and allied networks, they have gained penetration and established persistent 

access. These activities can be verifi ed by perusing the continuous and alarming 

public statements made by a host of independent computer and software secu-

rity experts in recent years. Of course, adversaries might believe that the United 

States and its allies also engage in cyber operations to gather intelligence and 

perhaps to conduct attacks.

US adversaries have also shown an increasing capability and intent to target 

its industrial control systems recently. Since 2011 known or suspected hackers in 

several countries have run supervisory control and data acquisition (SCADA) 

exploitation attempts against US critical infrastructure. In September 2015 in 

testimony before the House Permanent Select Committee on Intelligence, Direc-

tor of National Intelligence James Clapper revealed that unknown Russian cyber 

actors had compromised the supply chains of at least three industrial control 

system vendors. He warned, “Politically motivated cyber- attacks are now a grow-

ing reality, and foreign actors are reconnoitering and developing access to U.S. 

critical infrastructure systems.”6 Cyberspace threats also headlined Clapper’s 

February 2016 testimony to the Senate Select Committee on Intelligence on 

worldwide threats.

In subsequent hearings before the House Armed Services Subcommittee on 

Emerging Threats and Capabilities in March 2016, Adm. Mike Rogers, commander 

of US Cyber Command and director of the National Security Agency (NSA), testi-

fi ed that “industrial control systems and SCADA probably is the next big area for 

us because we’ve got to transition from a focus purely on the network struc-

ture.”7 He noted that the Department of Defense (DOD) has already begun look-

ing at data concentrations and focusing more on industrial control systems and 

SCADA. Rob Joyce, chief of the NSA’s Tailored Access Operations unit, com-

plains that SCADA security keeps him up at night. Joyce understands how to 

exploit such systems;8 he also appreciates how vulnerable the United States is, 
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in turn, and that the “Internet of things” will multiply those vulnerabilities 

exponentially.9

Supply chain vulnerability, another dimension of the problem, was raised 

during Admiral Rogers’s hearings before the Senate Armed Services Committee 

in April 2016. Specifi c processes exist in the US government to address these 

issues for some components of DOD infrastructure, particularly nuclear systems, 

but not for other major systems or components. The DOD’s focus on network 

security is now expanding to focus on the risks to individual combat platforms, 

weapons systems, and individual data concentrations. In the National Defense 

Authorization Act of 2016, Congress directed the secretary of defense to com-

plete an evaluation of the cyber vulnerabilities of every major weapons system 

by December 2019.

Perhaps the starkest exemplar of military vulnerability involves cyber attacks 

against US Transportation Command (USTRANSCOM), the command responsi-

ble for moving US troops and military equipment around the world. In Sep-

tember 2014 the Senate Armed Services Committee made public the results of 

its investigation into hacking activities targeting US military contractors. It 

reported that hackers sponsored by the Chinese government accessed contrac-

tors’ computer systems “at least twenty times in a single year.”10 Targeted 

cyber attacks against USTRANSCOM persisted longer than a year with fi fty 

cyber events documented between June 2012 and May 2013. According to the 

committee’s report, USTRANSCOM is targeted more than any other combatant 

command because it is particularly vulnerable. It relies on commercial part-

ners to deliver 70 percent of its military equipment, supplies, and personnel 

around the world and to keep the US military running. Ninety percent of 

USTRANSCOM’s communications, distribution, and deployment transactions 

are conducted on unclassifi ed networks because the companies it relies on 

cannot access the Pentagon’s secured network. This truly is the Achilles’ heel 

for US power projection.

Lessons for Today

The purpose of Japan’s Pearl Harbor attack was to delay, not annihilate, US 

power. How long might a state take to recover from attacks on critical infra-

structure systems on which its society, economy, and military depend today? 

Would that delay buy an adversary time to operate without fear of retaliation? Is 

there a contemporary analogue to the decisive blow against Pearl Harbor, or are 

we more secure by having a distributed infrastructure? In cyberspace a “Pearl 

Harbor” might consist of numerous national systems and institutions critical to 

the economy. They include but are not limited to undersea cables, power grids, 

water supplies, classifi ed networks, electronic voting systems, banking systems 

and electronic funds transfer (those that enable Internet commerce, for instance), 

and heavy reliance on a single operating system. Recent examples of inadvertent 

interruptions in these systems have resulted in large consequences. The effects 

of intentional disruptions can only be imagined.
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The fi rst lesson is to take seriously telltale warning signs to avoid being caught 

tactically off guard as the US Navy and Army were in 1941. US government offi -
cials have been very public about seeing multiple cyber actors penetrating US 

systems. These events are not isolated but rather parts of sustained campaigns, 

indicating a long- term commitment to understanding systems and to ensuring 

the intruders possess the capability to potentially impair the country’s ability to 

operate. Their purpose for now appears to be conducting reconnaissance and 

surveying systems, their vulnerabilities, and the control points that someone 

would want to access. But intent could change quickly. Cyber actors want to 

ensure they have technical options should they make the political decision to 

interfere with their competitors or send a message to deter them. Threat is com-

posed of capability and intent, and multiple actors are demonstrating their abil-

ity to gain access to critical infrastructure. A premium must also be placed on 

watching for clues to their intent.

The December 2015 events in Ukraine, where multiple electric companies were 

hacked—the fi rst power outage known to be caused by a cyber attack—should 

serve as a wake- up call. Hackers used malware to gain access to the Ukrainian 

utilities’ business networks and, from there, maneuvered to their production 

networks and on to operator stations. The hackers then remotely disconnected 

the breakers of thirty substations. According to Robert M. Lee of Dragos Security, 

“Every bit of this is doable in the U.S. grid.” Although the US grid is more hard-

ened than Ukraine’s, the former’s recovery would be more diffi cult because if the 

SCADA systems are lost, the fully automated US systems cannot switch to manual 

control as the Ukrainians’ system did.11

Vulnerable states and enterprises must strengthen their defensive capabili-

ties both for government networks and for the critical infrastructure nodes that 

are outside government control and in the hands of the private sector. Corporate 

leaders in the United States and elsewhere are working hard to correct those 

defi ciencies. The US power sector is looking at microgrids and other techniques 

to try and break the grid into smaller and thus potentially more defensible seg-

ments. But overcoming decades of investment in capital infrastructure—in 

which defensibility was never a core design characteristic—is a huge challenge.

Going forward will require a culture change as well. Expecting zero system 

penetrations is unrealistic because it is less a question of if than when attackers 

will get through the perimeter. The measure of success thus rests on how one 

responds when a penetration occurs. In the summer of 2015, after an intrusion 

into the US Joint Staff’s unclassifi ed systems, the DOD quickly disconnected the 

network and ensured no data was extracted or a long- term presence was estab-

lished. While this action is a good model for defensive response, disconnection is 

not always feasible. It is necessary to learn how to retain the capability and the 

mission of the network while maneuvering and fi ghting to drive the opponent 

out. This work requires a different skill set and mind- set.

Culture change must extend to the entire workforce. In the United States, the 

DOD is working to create a culture where cyber hygiene and cybersecurity are as 

foundational to a DOD employee as the accountability expected of every affi liate 
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who is issued a weapon. That weapon, of course, must be appropriately treated, 

appropriately used, and always secured. Traditionally, cyber and cybersecurity 

have been viewed as very specialized and highly technical work that only a small 

segment of the workforce (the information technology [IT] personnel) did. Cyber 

was the purview of the chief information offi cer or chief technologist. Senior 

military and defense offi cials, like their private sector counterparts in the 

C- Suite—that is, the corporations’ senior executives and board members—looked 

to the IT experts to take care of problems they were uniquely trained to do. 

Increasingly they have recognized that everyone in this domain is a point of 

vulnerability as cyber behavior shapes the ability to defend networks. On Sep-

tember 28, 2015, the secretary of defense and chairman of the Joint Chiefs of Staff 

authorized the Department of Defense Cyber Culture and Compliance Initiative. 

It intends to transform DOD cybersecurity culture by improving the individual 

human performance and accountability of every member of the DOD cyber 

enterprise: leaders, service providers, cyber warriors, and users.

Another takeaway is the importance of public- private partnerships. The pri-

vate sector can generate insights into what is happening online that govern-

ments cannot. The reverse is also true. Thus, the capabilities of intelligence 

infrastructure must be augmented by insights from the private sector to fi ll 
respective information gaps and to better understand what is happening, who 

the actors are, and what tactics, techniques, and procedures they are using. 

Defeating an enemy starts from the premise that one is aware of and under-

stands it. Developing this knowledge refl ects the power of partnership. With a 

legal framework that engenders confi dence and enhances the free fl ow of infor-

mation in both directions, government can push actionable information to the 

private sector. The US Congress in 2015 passed the Cybersecurity Information 

Sharing Act, which enables industry to increase its sharing of threat informa-

tion with the federal government (and vice versa) without fear of losing com-

petitive advantage or risking additional legal liability. It has established a key 

element in the government’s efforts to improve the cybersecurity of critical 

infrastructure.

Connecting the dots is critical, but planning responses to attacks is also neces-

sary. What would have been the US response if the right dots had been connected 

in December 1941? International law permits nations to conduct preemptive 

strikes in self- defense. Seeing six Japanese aircraft carriers north of Hawaii and 

headed for Oahu at top speed on December 6, for example, US Army bombers 

might well have been ordered, with clear legal justifi cation, to launch attacks 

against that fl eet. Currently few clear guidelines, however, exist for preemptive 

strikes to blunt or prevent cyber attacks against national infrastructure.

American political leaders and scholars have typically viewed cyber opera-

tions as wartime measures undertaken only during a confl ict and therefore as 

inherently escalatory. Yet cyber confl ict has been increasing for years, and 

cyber interference with US and other states’ interests occurs daily. Cyber oper-

ations are an extension of policy and strategy, increasingly a normal part of 

state behavior.
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Gen. Darren W. McDew, commander of USTRANSCOM, raised questions before 

the House Armed Services Committee’s Readiness Subcommittee in March 2016 

that all nations dependent on IT and computer technology networks must 

address: “When can I defend my network, how far out can I defend? What consti-

tutes an attack on a commercial provider? What do they have to report as an 

attack, because the defi nition may be not as clear with every single person?”12 

After blunting an adversary attack, moreover, states must have the capability to 

maneuver to conduct operations that neutralize and disrupt the adversary’s 

ability to conduct follow- on cyber operations.

Conclusion

The Internet is inherently redundant and resilient. But technologically advanced 

states would be foolish to rule out a lucky hit that cripples them, just as the Pearl 

Harbor attack would have crippled the Pacifi c Fleet if the Japanese pilots had hit 

the fl eet’s oil supplies and dockyards instead of its old battleships. The United 

States had little up- to- date experience in maneuvering large sea, air, and ground 

forces at the outset of World War II. The critical infrastructure of many states 

today likewise remains unprepared for cyber attacks.

Critics of this analogy could argue that adversaries probably would not, or 

could not, launch a cyber Pearl Harbor–style attack against the United States. 

But one could have said the same about the prospect of an air raid on Pearl Har-

bor in 1941. The Japanese attack was strategically foolhardy, but nonetheless it 

happened. The ease of applying mass and achieving surprise in the new cyber 

domain means that numerous competitors are in this space. Threats to national 

and economic security in cyberspace are increasing in complexity and destruc-

tiveness as well. Thus, given the lack of traditional warning and the absence of 

immediately visible consequences for malicious cyber behavior, adversaries 

could believe they face few costs and yet stand to reap huge benefi ts.
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PART III

What Are Preventing and 
Managing Cyber Conflict Like?
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Alarm is mounting over large security vulnerabilities produced by the pervasive 

spread of cyber capabilities into vast realms of socioeconomic activity. To be 

sure, most cyber threats fall into the category of mischief or normal crime, but 

some potential cyber attacks—on nuclear power plants or other critical infra-

structure or on the fi nancial system, for example—could do enormous harm. 

There is a need, therefore, to seek remedies and adapt to the challenges posed by 

this ubiquitous dual- use technology.1

Other dual- use technologies have raised similar challenges of adaptation. It is 

natural to examine these other, possibly analogous experiences to see if there 

are lessons that might apply in the cyber realm. This chapter looks at the emer-

gence of nuclear technology, examines the challenges it posed and the reactions 

to those challenges, explores the evolution of early thinking about the risks and 

benefi ts of nuclear technology, and considers whether the trajectories and time 

lines of the adaptation to nuclear technology have any resonance with the cyber 

issue. Is there a nuclear analogy? What elements of the response to nuclear tech-

nology, if any, have relevance for the cyber era?2

I attempt to answer these questions by offering a brief account of three 

dimensions of the nuclear experience: First, how did the nuclear age arrive and 

what was the response to it? Second, how did the peaceful benefi ts of nuclear 

technology fi t into the picture? And, third, what answers were found to the 

national security threats raised by the nuclear revolution? These discussions 

reveal that the nuclear story is very different from the more recent experience 

with cyber technology in a number of fundamental respects.

One basic difference is that the nuclear tale is fi rst and foremost about weap-

ons with possible civilian applications rather than the other way around. The 

weaponized form of the technology was from the beginning, and has remained, 

the center of the nuclear question. In the nuclear case, civilian applications strug-

gled to be born and in many respects were less impactful than expected. The time 

lines and trajectories associated with cyber and nuclear are quite different, and 

their areas of primary impact fall in different domains: nuclear technology is 

above all a geopolitical consideration, whereas cyber technology has become an 

enormous factor in many areas of social and economic life. Nevertheless, there 
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are parallels as both technologies have raised the question of how to protect 

against an intractable threat. Some of the answers considered in the nuclear 

realm may fi nd application if adapted to the cyber context.

The Nuclear Age Arrives

The nuclear age arrived with stunning suddenness. To all but the minuscule frac-

tion of humanity that had been privy to the Manhattan Project, the unprece-

dented weapons employed in the bombings of Hiroshima and Nagasaki in August 

1945 were completely unexpected and shockingly devastating. The world was 

made aware of this new development when President Harry S. Truman issued an 

unassuming but muscular three- page typewritten press statement on August 6, 

1945.3 “Sixteen hours ago,” the statement began in almost understated plain 

language, “an American airplane dropped one bomb on [Hiroshima] and destroyed 

its usefulness to the enemy.”4

It was necessary, of course, to explain what this meant to an unknowing world: 

“With this bomb we have now added a new and revolutionary increase in 

destruction to supplement the growing power of our armed forces. In their pres-

ent form, these bombs are now in production and even more powerful forms are 

under development. It is an atomic bomb. It is the harnessing of the basic power 

of the universe. The force from which the sun draws its power has been loosed 

against those who brought war to the Far East.”5

The president also spelled out in unfl inching terms what this new weapon 

meant for Japan in the ongoing war in the Pacifi c: “We are now prepared to oblit-

erate more rapidly and completely every productive enterprise the Japanese 

have above ground in any city. We shall destroy their docks, their factories, and 

their communications. Let there be no mistake: we shall completely destroy 

Japan’s power to make war.”

This language, blunt though it is, betrayed an incomplete comprehension of 

the destructive effects of the atomic bomb. It destroyed not docks and factories 

but cities, as soon became apparent when images of Hiroshima and Nagasaki 

were revealed to the world. But the implications for Japan’s leaders were con-

veyed in vivid terms that left no doubt about the destructive potential of this 

new technology. Hoping “to spare the Japanese people from utter destruction,” 

the president’s statement called on Japan’s leaders to accept the ultimatum that 

had been issued at the Potsdam Conference in July 1945. In perhaps his most 

famous passage of the statement, he continued, “If they do not now accept our 

terms they may expect a rain of ruin from the air the likes of which has never 

been seen on this earth.”6

The extraordinary character of the atomic bomb was recognized almost 

instantly. In her widely read syndicated newspaper column, “My Day,” for 

example, Eleanor Roosevelt wrote on August 8, 1945—even before Nagasaki—

about the implications of the atomic bomb: “This discovery may be of great 

commercial value someday. If wisely used, it may serve the purposes of peace. 

But for the moment we are chiefl y concerned with its destructive power. That 
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power can be multiplied indefi nitely, so that not only whole cities but large 

areas may be destroyed at one fell swoop. . . . You soon face the unpleasant fact 

that in the next war whole peoples may be destroyed. . . . This discovery must 

spell the end of war.”7

Similarly, immediately upon hearing of the bombing of Hiroshima, Bertrand 

Russell wrote a small essay, published ten days later, on August 18, 1945, under 

the title “The Bomb and Civilization.” He lamented that a historic scientifi c 

accomplishment had produced such terrible results and commented in a 

stunned and frightened fashion about what this development could mean for 

the future: “It is impossible to imagine a more dramatic and horrifying combi-

nation of scientifi c triumph with political and moral failure than has been 

shown to the world in the destruction of Hiroshima. . . . In an instant, by means 

of one small bomb, every vestige of life throughout four square miles of a pop-

ulous city has been exterminated. . . . The prospect for the human race is somber 

beyond precedent.”8

The August 20, 1945, edition of Life magazine, seen by millions of Americans, 

was devoted to the atomic bomb and included photos of Hiroshima and Naga-

saki. It also contained an essay by New York Times military correspondent Hanson 

Baldwin on the implications of the atomic bomb for military power. Possibly for 

the fi rst time, Baldwin raised the question of whether traditional military forces 

were now obsolete, thus opening a fi erce debate that would haunt and damage 

the US military in the coming years.9 Immediately after the bombing of Hiro-

shima and Nagasaki, clearly a new era had arrived that required serious rethink-

ing of international politics and security. Above all, the sense of shock was almost 

universal at the scale of the destructive potential associated with this new 

weapon. As Paul Boyer noted in his own detailed account of reactions to the 

atomic revolution, “The whole world gasped.”10

Thus was nuclear technology introduced to most of the world. The transition 

to the nuclear age was abrupt. From the fi rst moments of this new era, the new 

technology existed as a weapon. This was not a case in which an important civil-
ian technology had the potential also for malign use with wide consequences. 

Indeed, nuclear arrived in exactly the opposite circumstance—as a weapons 

technology that, it was hoped, could have civilian applications. At the birth of 

the nuclear age, however, no civilian uses of the new technology existed.

Nuclear technology emerged from a top- secret military program. It was in the 

hands of only one power that explicitly intended to keep its secret as long as 

possible. Further, the damage that nuclear technology could wreak was not linked 

to speculative scenarios or hypothetical worst cases. Two incinerated cities lay in 

ruins, demonstrating the gruesome destructiveness of this new technology. And 

in many quarters, there was immediate recognition that this new era had pro-

found implications for international politics and security.

In its origins, the nuclear story is very different from that of cyber. No over-

night passage led into a dramatically new cyber world; rather, the cyber world 

was built progressively across multiple decades. Though cyber history is con-

tested, the origins of the Internet are generally traced to a relatively obscure 
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military project in the late 1960s, the Advanced Research Projects Agency Net-

work (ARPANET). The world did not gasp at the birth of ARPANET. It was not 

until the 1980s that this creation began to emerge as a public phenomenon and 

not until the 1990s that it began, in an accelerating fashion, to dominate commu-

nications and to penetrate wide swaths of socioeconomic life. Though it has 

military applications, cyber is pervasive in civilian activities and has become 

part of the basic infrastructure of civilian life in large portions of the world. 

Indeed, it is precisely the dependence of much economic and social activity on 

cyberspace that creates the large vulnerabilities about which we now worry. 

Thus, the way these two technological eras emerged and the framework of issues 

they raise are very different.

Developing the Peaceful Atom

The nuclear age arose out of wartime exigencies, and its initial technological 

manifestations were the result of a crash military program, although it was 

understood early on that nuclear technology might have an array of civilian 

applications. Even after the end of World War II, however, peaceful uses of the 

atom remained a subsidiary concern, especially as the Cold War rapidly emerged 

and an ensuing nuclear rivalry with Russia came to dominate security concerns. 

As Richard Hewlett and Francis Duncan observe in their still indispensable 

account of the early years of US nuclear policy, the postwar period was marked 

by “a shift from the idealistic, hopeful anticipation of the peaceful atom to the 

grim realization that for reasons of national security atomic energy would have 

to continue to bear the image of war.”11 The priorities of national policy remained 

fundamentally important because for more than a decade the US government 

retained a monopoly on the nuclear information, technology, and activity. Only 

after the passage of the Atomic Energy Act of 1954 was the private sector legally 

authorized to undertake commercial activities in the nuclear realm (and, even 

then, only under strict government regulation). Many of the possible peaceful 

uses of nuclear power experienced a protracted struggle to be realized for sev-

eral reasons: Fissile material was (for a time) relatively scarce; the demand for 

nuclear weapons grew steadily; the weapons program retained highest priority; 

secrecy was highly valued; the technologies in question were expensive, chal-

lenging, and diffi cult to commercialize; and the number of nuclear experts was 

limited.12

Nevertheless, the apocalyptic fears of nuclear destruction were accompanied 

by extravagant visions of extraordinary, widespread nuclear benefi ts. In the 

initial wave of enthusiasm about the promise of the nuclear revolution, popular 

discussions covered everything from atomic energy vitamin tablets to atomic- 

propelled vehicles of all varieties (including automobiles) to breathtaking medi-

cal breakthroughs (cancer cured) to abundant and inexpensive electricity (too 

cheap to meter, as it was sometimes predicted). There was serious consideration 

of the problems that would fl ow from this vast nuclearization of civilian life. For 

example, what about the thirty million automobiles that would be rendered obso-
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lete by the arrival of the nuclear- powered car? In the early phase of the nuclear 

age, the air was fi lled with what Boyer described as “fantasies of a techno- atomic 

utopia.”13 Some of this forecasting did indeed belong in the realm of science fi c-

tion, but the optimistic exploration of possible peaceful applications of nuclear 

technology was far from completely disconnected from policy. In 1946, for 

example, the Atomic Energy Commission established the Nuclear Energy for the 

Propulsion of Aircraft program.14

By the time President Dwight Eisenhower took offi ce, however, the nuclear 

arms race clearly was roaring ahead, galvanized by the Soviet acquisition of 

nuclear weapons starting in 1949, and the peaceful atom was lagging. Moreover, 

Eisenhower assumed the presidency as the US nuclear arsenal was making the 

transition to the hydrogen bomb (H- bomb), which is vastly more powerful than 

the weapons employed in August 1945. Eisenhower had been briefed about the 

H- bomb during the presidential transition and had been “struggling with the 

staggering implications of a weapon that could destroy not only an entire city 

but perhaps civilization itself.”15 He understood the portentous implications of 

the H- bomb revolution and even alluded to this issue (albeit indirectly) in his 

inaugural address: “Science seems ready to confer upon us, as a fi nal gift, the 

power to erase life from this planet.”16

Eisenhower also had to contend with aftereffects of the nuclear testing pro-

gram. By this time they raised public fears of fallout and radiation, causing inter-

national outcry and producing growing concerns about nuclear technology. 

After the famous Lucky Dragon incident in 1954, in which a Japanese fi shing 

trawler was accidently showered with fallout from a US thermonuclear test, 

there were efforts to condemn the United States at the United Nations and there 

was what was described as a “worldwide expression of fear.”17 In both the pri-

vate and public considerations of nuclear policy, the nuclear dangers fi gured 

prominently.

With a zeal that surprised his advisers (not least, those on the Atomic Energy 

Commission), Eisenhower responded to these pressures by seeking to promote 

the peaceful uses of nuclear power. There was “a sense of moral compulsion 

that drove the President to seek some redeeming value in a new technology 

that threatened the future of humanity.”18 Eisenhower was especially keen to 

see the emergence of nuclear power (that is, the generation of electricity using 

nuclear reactors) and was frustrated by the slow progress toward developing 

and commercializing that technology. His administration explored one peace-

ful nuclear idea after another, including the construction of nuclear- powered 

merchant ships (discussed in the National Security Council in 1955) and the 

creation of small nuclear reactors suitable for distribution as part of an “Atomic 

Marshall Plan.”

President Eisenhower’s nuclear instincts found historic expression in his 

remarkable “Atoms for Peace” speech, which he delivered before the UN General 

Assembly on December 8, 1953. In powerful and sometimes poetic language, he 

spoke starkly about the dangers of the nuclear arms race, noting that it was not 

possible to escape “the awful arithmetic of the atomic bomb.” Atomic warfare, 
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he said, would lead to “annihilation” and “desolation.” He emphasized that the 

United States sought to avoid this destructive result: “My country’s purpose is to 

help move out of this dark chamber of horrors into the light.” He therefore pro-

posed that the world’s three nuclear powers—the United States, the Soviet 

Union, and the United Kingdom—divert some portion of their nuclear efforts, 

including fi ssile material, to peaceful purposes; that an international atomic 

energy agency be created to, among other things, control donated fi ssile mate-

rial; and that, in general, nuclear development be pushed onto a more peaceful 

path. “The United States pledges before you,” he concluded, “and therefore 

before the world, its determination to solve the fearful atomic dilemma—to 

devote its entire heart and mind to fi nd the way by which the miraculous inven-

tiveness of man shall not be dedicated to his death but consecrated to his life.”19 

Eisenhower wanted to tilt the balance toward the peaceful uses of technology, 

hoping to achieve benefi ts on the same scale as the revolution wrought by 

nuclear weapons.

In his assessment of the Atoms for Peace program, Peter Lavoy writes that it 

“fundamentally altered the way the world treated nuclear energy.”20 In the United 

States, the promotion of nuclear power helped fuel what the Atomic Energy Com-

mission feared was a “grandiose public vision of the nuclear age,” one with an 

“almost unbridled enthusiasm over the potential uses of atomic power.”21 Under 

pressure from Eisenhower, the commission pushed the nuclear power program, 

and the fi rst reactor was completed in 1957. But the program’s impact interna-

tionally was even greater. The Eisenhower administration was eager to push 

peaceful nuclear technology out into the world and created a nuclear assistance 

program that shared research reactors and other nuclear technology with many 

other countries, contributing signifi cantly to the spread of nuclear capability 

around the world. In retrospect, the administration seems to have both underes-

timated how it might boost the aspirations of some states for nuclear weapons 

and overestimated its ability to control the nuclear behavior of others. In 1955 

and again in 1957, the United Nations sponsored the International Conference on 

the Peaceful Uses of Nuclear Energy. President Eisenhower’s suggestion that an 

international nuclear agency be established resulted several years later in the 

creation of the International Atomic Energy Agency, and the inspection require-

ments associated with the Atoms for Peace program’s assistance contained the 

seeds of the agency’s eventual safeguards system.

With a serious push from the highest levels of the US government, the civilian 

applications of nuclear technology were elevated in priority, and by the late 

1950s—more than a decade into the nuclear age—tangible progress was made on 

a number of fronts, notably in establishing a civil nuclear power industry. More-

over, in certain sectors, such as nuclear medicine and food irradiation, civil 

applications over the years became important, well established, and widely used. 

However, many nuclear dreams never came true. The atomic energy vitamin 

never materialized. With one exception, the nuclear propulsion programs failed. 

While the US Navy fi rst succeeded in using nuclear reactors to power many of its 

vessels, no nuclear automobiles, aircraft, or rockets were ever achieved.22 Per-
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haps most signifi cantly, nuclear power never lived up to the expectation of pro-

viding abundant, cheap energy. A nuclear power industry was created, of course, 

but nuclear power proved to be costlier, riskier, less competitive, more diffi cult, 

and more unpopular than expected. As a result, it played a much more limited 

role in overall energy production than the optimists had foreseen. For long peri-

ods in subsequent decades, nuclear power was simply not commercially compet-

itive compared with alternative sources of energy, and years passed without any 

new reactors. Time and experience revealed the costs and limits of civilian appli-

cations of nuclear technology. It seems fair to conclude that as of 2017, compared 

to the enthusiasms of the late 1940s and the grandiose visions of the Eisenhower 

years, the peaceful nuclear revolution has had disappointing results.

In the United States, the peaceful uses of nuclear technology emerged slug-

gishly out of a government monopoly, in part because of a top- down process. 

Though Eisenhower was keen to see the peaceful atom exploited, at no point was 

this aim the highest priority. The civilian applications were subordinate to and 

probably impeded by the weapons program. Indeed, the Eisenhower administra-

tion presided over a prodigious expansion in the US nuclear arsenal (some 

twenty thousand weapons existed by the end of Eisenhower’s term); thus, the 

weapons program had fi rst claim on labs, personnel, budgets, and nuclear mate-

rials. During the 1950s, a sustained effort moved civilian nuclear activities into 

the private sector with some success, but extreme secrecy, strict regulation, and 

the scarcity of nuclear expertise in the commercial world constrained prog-

ress. The unfettered market was not a powerful factor in the early civilian 

exploitation of the atom, and when the market did come into play, it effectively 

limited the expansion of nuclear power. More generally, in areas that had been 

expected to yield large, possibly revolutionary gains, such as power and propul-

sion, programs were either discouraging or unsuccessful. The “techno- atomic 

utopia” never arrived.

Apart from cyber’s distant origins as a military program, little in the peaceful 

nuclear story maps well into the cyber era. Cyber did not burst on the scene as a 

revolutionary weapon but made itself felt as an extremely useful civilian tech-

nology that took hold gradually, then spread rapidly far and wide. The develop-

ment of civilian cyberspace did not encounter disappointing limits that truncated 

its reach; instead, it accelerated into the computerization of everything from 

watches to automobiles and to the creation of vast networks of communications 

and commercial activity. It is doubtful that the early users of email envisioned 

websites supplanting retail stores, but it did happen.

The extent and diversity of cyberspace refl ect not a government monopoly 

and policy edicts from on high but a lively, decentralized, fast- moving private 

sector acting in a heavily populated, highly competitive marketplace. The rise of 

the Internet, according to one recent account, is explained by “innovation from 

the edge”—that is, “multiple perspectives originating from multiple places in an 

industry with almost no concentrated decision- making.”23 While cybersecurity 

is certainly now on the agenda of governments and attracting serious attention 

from defense ministries, no cyber weapon overshadows and circumscribes the 
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civilian cyberspace. In numerous fundamental ways, the nuclear experience and 

the cyber context are completely different.

Seeking Security in the Nuclear Age

How could security be achieved in the nuclear age, in the presence of weapons so 

devastating? What strategies, policies, and postures would protect state inter-

ests without provoking catastrophic war? At the beginning of the nuclear age, 

these questions were raised not simply in response to the emergence of a dan-

gerous new weapon but also in the context of a growing global rivalry with the 

Soviet Union, a powerful adversary that was itself nuclear armed after 1949. 

These concerns became core issues in the foreign and defense policies of the 

nuclear antagonists.

In the struggle to fi nd answers, some offered radical solutions. Given the rev-

olutionary existence of nuclear weapons, some believed that what was required 

was a new world order marked by global governance or by the banishment of 

war or some other visionary scheme. The famous Russell- Einstein Manifesto of 

July 1955 warned of the perils of nuclear weapons, for example, and stated plainly 

that the continued existence of the human species was “in doubt.” This declara-

tion raised what Bertrand Russell and Albert Einstein called “the stark and 

dreadful and inescapable” problem of the nuclear age: “Shall we put an end to 

the human race; or shall mankind renounce war?”24 Others believed that the 

only genuine answer was disarmament—the elimination of nuclear weapons—or 

the placing of nuclear weapons under international control. In 1946 refl ecting in 

part the extravagant hopes for the United Nations and the large fears of nuclear 

technology, the United States put forward an unsuccessful plan for the interna-

tional control of nuclear energy.25 However, visions of a peaceful future in which 

the nuclear danger had been tamed were overwhelmed by the intractable reali-

ties of international politics. The decades after World War II were marked not by 

effective international government, disarmament, and the banishment of war 

but by ceaseless confrontation, the massive accumulation of nuclear weapons, 

and the division of the world into hostile blocs.

Though visions of escaping nuclear danger by reinventing international politics 

failed, efforts to fi nd solutions to the problem of security in the nuclear age per-

sisted. The fi rst quarter century of the nuclear age was marked by intensive delib-

eration and debate on how to address the threat posed by nuclear weapons. By 

1970 a considerable literature on nuclear strategy and policy existed, and a broad 

framework of concepts for minimizing or constraining the nuclear threat was in 

place.26 Four large ideas shaped the evolution of the nuclear order: deterrence, 

damage limitation, arms control, and nonproliferation. How did these ideas work 

in the nuclear context, and how relevant are they to the world of cyber?

Deterrence
The central concept that emerged for managing nuclear weapons and constrain-

ing the risks of nuclear rivalry was deterrence. The core idea was to prevent 
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nuclear attack by the threat of severe nuclear retaliation. Given the enormous 

destructiveness of nuclear weapons, no attack would be worth the price of 

absorbing a nuclear counterstrike. Retaliatory strikes, of course, required that 

some nuclear forces would survive a nuclear fi rst strike. Thus, preserving a 

second- strike capability became the essential precondition for achieving an 

effective deterrent posture. To achieve this stabilizing capability, the Soviet 

Union and the United States deployed large numbers of forces on diverse plat-

forms, with some protected by hardened silos, some hidden in the sea, and some 

held on high levels of alert.

Over the course of the Cold War, nuclear experts engaged in arcane debates 

about potential vulnerabilities of the nuclear forces, the required size and char-

acter of the retaliatory force, and the type and number of targets that must be 

threatened to achieve deterrence. But the key insight of deterrence theory was 

this: If each side understood that the other was capable of nuclear retaliation, 

then neither side would have an incentive to strike fi rst; and if both sides are 

vulnerable to devastating nuclear attacks, then each will have an incentive to 

avoid confl ict. This condition of mutual vulnerability, in which the civilian soci-

eties on both sides are regarded as hostages, was thought to provide a kind of 

stability. If each side heeded the dictates of deterrence theory, then a condition 

of mutual assured destruction (or MAD, as it was known) would prevail and pre-

vent the use of nuclear weapons.

Is deterrence relevant to the world of cyber threats? In principle, the same 

concept could apply—that is, preventing attacks by threatening retaliation. 

And in some contexts—notably when states launch intentional cyber attacks, 

probably in the connection with a wider international confl ict—perhaps the 

concept of deterrence can be adapted to the cyber world. However, several con-

siderations circumscribe the utility of deterrence in addressing cyber threats. 

First, the concept of deterrence arose in a bipolar context and was aimed above 

all at infl uencing the behavior of a single coherent state, the Soviet Union. But 

there is no such clarity in the cyber world. The threat could emanate from any-

where. Far from being bilateral, the threat is omnidirectional. Because the bar-

riers to entry are low and the vulnerabilities are many, just about any state 

could be the source of a cyber attack (as indicated by the fact that one notable 

case involves North Korea). However, cyber capabilities are widely distributed 

not just among states but among organizations and individuals as well. The 

attacker could be a terrorist group or a criminal gang or a crazed individual. 

Can a deterrence posture be effective against a diverse and multitudinous set 

of potential threats?

The cyber deterrence challenge is compounded by a second consideration, 

the problem of attribution. US intelligence would have had no doubt who was 

attacking if the Soviet Union had launched a nuclear strike against the United 

States, but identifying the source of a cyber strike may not be easy. The number 

of potential attackers is vast, and clever attackers have ways of hiding or camou-

fl aging their identities. Deterrence can be undermined if it is not clear against 

whom retaliation should be directed. If the attribution problem becomes more 
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tractable, then this concern will weaken. But to the extent that attribution 

remains a challenge, retaliatory threats lose value.

A third consideration is that the protagonists in a cyber fi ght may not be sym-

metrically vulnerable. It was clear during the Cold War that the cities, the eco-

nomic infrastructures, and the militaries of both the Soviet Union and the United 

States were vulnerable to nuclear attack. But in the cyber context, one party may 

be much more dependent on cyber assets than another. The United States is 

vastly more dependent on the cyber world, for example, than is North Korea. Is 

it likely that North Korea will be deterred by the threat of cyber retaliation? The 

problem may be even more diffi cult if the attacker is a non- state actor. How does 

one threaten terrorist groups or criminal organizations, much less individuals, 

with cyber retaliation? In short, asymmetries in cyber infrastructure and reli-

ance on cyber assets may complicate fashioning effective retaliatory threats.

Finally, nuclear deterrence rests on assured destruction of enormous magni-

tude, posing an unmistakable threat of unacceptable damage. Cyber attacks are 

more uncertain in effect. Some imaginable attacks, such as those on critical 

infrastructure or military command and control, could have large consequences. 

But their effects may be unpredictable, temporary, or even short term; they may 

be thwarted by a clever defender; or the disruptions may be minimized by 

redundancies or resilience built into the defender’s systems. No doubt some 

attacks could be quite damaging, but it is not certain that they would result in 

unacceptable damage; indeed, it is not even clear what unacceptable damage is 

in the cyber context. Any use of nuclear weapons will have devastating conse-

quences. The same is not true of cyber. As a result, mobilizing credible and effec-

tive deterrent threats in the cyber context is more complex.

Despite these diffi culties, it may still be possible, at least in some contexts, to 

persuade adversaries that the costs of a cyber attack exceed the benefi ts. Joseph 

Nye has suggested, for example, that modern economies are so interconnected 

that a cyber attack by one country on another—say, by China on the United 

States—can be self- harming if the resulting economic damage hurts the attack-

er’s economy. Nye’s term for this is “deterrence by entanglement.”27 But the 

diffi culties and uncertainties associated with a doctrine of cyber retaliation have 

led to consideration of other sorts of retaliatory measures. When a cyber attack 

amounts to an act of war, retaliation using conventional military forces is seen 

as legitimate and can be considered.28 This logic undoubtedly applies only to a 

small subset of cyber attacks, many of which are too minor or too ineffective to 

warrant a state of war. But perhaps cyber deterrence can take the form of credi-

ble threats of retaliatory attacks by conventional forces. Further, to deter severe, 

large- scale cyber attacks, perhaps nuclear retaliatory threats will come into 

play. In its discussion of “maintaining deterrence in the cyber era,” for example, 

the Defense Science Board has stated that “the top of that escalation ladder is the 

present US nuclear deterrent.”29

Most likely, we are still in the early stages of thinking through the relation-

ship between cyber threats and deterrence. In the nuclear realm, the basic idea 

of deterrence arose soon after World War II, but some of the classics of nuclear 
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strategy—including such notable works as Bernard Brodie’s Strategy in the Missile 
Age or Thomas Schelling’s Arms and Infl uence—did not appear until fi fteen or 

twenty years after the detonations at Hiroshima and Nagasaki. Moreover, the 

debate over the requirements for and the reliability of nuclear deterrence raged 

throughout the Cold War. If the nuclear experience is any indication, then we 

can expect that years of wrestling with the idea of cyber deterrence lie ahead. 

What does seem clear, however, is that it will not be simple or straightforward to 

adapt the core nuclear concept of deterrence to the cyber world. Cyber deter-

rence may prove useful in some contexts, but it will be at best a partial solution 

to the problem of cyber threats. Complexities abound, and as a result deterrence 

is not likely to play the overwhelmingly central role that it does in the nuclear 

context. As one prominent analysis of cybersecurity concluded, “The force that 

prevented nuclear war, deterrence, does not work well in cyber war.”30

Damage Limitation
Theorists and arms controllers promoted mutual deterrence as a policy, champi-

oned it as a desirable state of affairs, and loved the stable nuclear environment 

that was thought to result from this approach. To the military organizations 

charged with managing the nuclear arsenals, and to many of the civilian author-

ities to whom the militaries were answerable, there existed what was generally 

seen as an inescapable responsibility to be prepared to fi ght a nuclear war if 

necessary. And if nuclear war came, then it seemed obvious and compelling that 

one of the overriding goals would be to limit the damage to one’s society as much 

as possible. In this framework, mutual assured destruction was a condition to be 

resisted rather than an objective to be sought. As Robert Jervis has observed, 

resistance to mutual deterrence “led to a number of attempts to escape from 

vulnerability.”31 In terms of military doctrine and operational preparations, the 

notion of damage limitation has occupied a central place in thinking about 

nuclear weapons and the threat they pose.

In the nuclear realm, damage limitation has had both offensive and defensive 

components. The offensive dimension entailed the contemplation of various 

fi rst- strike options. The optimal damage- limiting scenario involves a disarming 

fi rst strike on an opponent’s nuclear forces, but the goal of mutual deterrence, of 

course, with its enormous emphasis on survivable forces, was to eliminate such 

preventive war temptations. The argument still remained that if escalation to 

nuclear war seemed likely, then it was better to strike fi rst, degrade the oppo-

nent’s forces as much as possible, and deal with the “ragged retaliation” by the 

other side’s residual forces rather than contend with a comprehensive and 

coherent attack by the full, undamaged arsenal of the attacker. Such preemptive 

incentives exist even if disarming strikes are not possible. During the Cold War, 

both the Soviet Union and the United States made extensive preparations for the 

fi rst use of nuclear weapons despite the mutual deterrence relationship that was 

thought to exist between them.

There is no question that offensive cyber attacks are possible and indeed have 

been happening.32 But is offensive damage limitation a useful concept in the 
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cyber context? Preventive attacks aimed at eliminating or degrading an oppo-

nent’s cyber capabilities are rendered diffi cult by the decentralized and widely 

distributed global nature of cyber infrastructure and by the ubiquity of access to 

the Internet. A cyber attacker need not rely on its own infrastructure, and cyber 

attacks need not originate from the attacker’s territory. Non- state attackers, of 

course, will in most cases have neither cyber infrastructure nor territory. In 

addition, whether or how much an opponent’s capability is degraded, and for 

how long, will be very diffi cult to assess. With respect to preemptive cyber 

attack—that is, striking fi rst in response to an opponent’s preparations to 

strike—the options are limited by the opaqueness of the cyber world. Lacking 

any visible mobilization prior to a cyber attack, and hence having no warning of 

attack, makes a preemptive strike impossible.

States will have multiple reasons for conducting offensive cyber operations: 

to seek information, to punish adversaries, to undermine WMD programs, and to 

support conventional military operations. No doubt offensive damage limitation 

will be among them. But as with deterrence, the notion of damage limitation fi ts 

imperfectly with some realities of the cyber threat. Nevertheless, the goal of 

disrupting an opponent’s capabilities as much as possible is likely to remain 

enticing. And whereas nuclear weapons came to be regarded as unusable in all 

but the most extreme circumstances, cyber attacks are a routine occurrence.

Nuclear damage limitation also has a defensive dimension. The vast destruc-

tiveness of nuclear weapons, the huge numbers of weapons that the Cold War 

superpowers amassed in their arsenals, the fact that deploying offensive rather 

than defensive capabilities is easier and cheaper, and the impossibility of devel-

oping perfect missile and air defenses make it diffi cult to envision achieving 

meaningful levels of defense. Indeed, concerns that an offense- defense arms 

race would provoke ever higher offensive deployments without providing sig-

nifi cant protection led to the 1972 Antiballistic Missile Treaty, which placed 

severe limits on the deployment of missile defenses by the Soviet Union and the 

United States. Nevertheless, interest in defenses persisted, substantial invest-

ments in research and development on defenses were sustained, and the wisdom 

of remaining defenseless while relying on deterrence was recurrently chal-

lenged. Most memorably, President Ronald Reagan in his famous 1983 “Star 

Wars” speech announced a program aimed at achieving high levels of defense. 

And in the early 2000s, the United States exercised its legal right to withdraw 

from the Antiballistic Missile Treaty and began to deploy missile defenses. This 

move was prompted in part by the emergence of smaller nuclear threats, such as 

North Korea, against whom some level of defense is more feasible. The instinct 

to defend is a powerful one even in the nuclear context, where costs are high, 

progress is slow, and benefi ts are circumscribed.

This same instinct is evident in the cyber domain. Here, damage limitation is 

at the heart of much of the discussion concerning how to use defensive measures 

to respond effectively to cyber threats. A central concern is to protect critical 

infrastructure—such as electricity grids, nuclear power plants, the fi nancial sys-

tem, and key industrial facilities—from cyber attack. Similarly, today’s most 
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powerful states place major priority on preventing opponents from disrupting 

or degrading the military cyber capabilities on which these states rely. Because 

cyber is central to a wide array of economic, social, and military activity, a huge 

range of disruptive or destructive attacks is possible, and the cyber terrain to be 

defended is quite extensive. Many of what might be called damage-limitation 

measures fi gure in thinking about cyber defense. For example, critical infra-

structure can be insulated as much as possible from the cyber world. Cyber assets 

can be “hardened”—that is, made more diffi cult to penetrate. Key cyber func-

tions can be hidden or shifted frequently around the cyber infrastructure. Rely-

ing on redundancy can complicate an attack and possibly prevent an attacker 

from achieving his or her objectives. Similarly, investment in rapid recovery 

capabilities may allow a defender to ride out an attack and still function after-

ward. Much can be done to limit and neutralize the threat of cyber attack.

However, cyber shares with nuclear one fundamentally important attribute: 

effective defense is very hard to achieve because vulnerabilities are endemic to 

the technology. In its 2013 report, for example, the Defense Science Board 

observes that US cyber networks are based on “inherently insecure architecture” 

and concludes that “with present capabilities and technology it is not possible to 

defend with confi dence against the most sophisticated cyber attacks .”33 Thus, as 

in the nuclear case, defenses in the cyber world are desirable but diffi cult. While 

they will surely be pursued, for the foreseeable future there will be limits to what 

can be achieved. The nuclear revolution has meant living with an inescapable 

level of vulnerability despite our best efforts; the cyber revolution may mean the 

same.

Arms Control
Another approach to taming the danger of nuclear weapons began to emerge 

around 1960. In the Soviet- American context, the key insight was that nuclear 

war posed a massive, existential threat to both antagonists; hence, both had a 

profound interest in avoiding it. The idea of arms control was to mitigate 

nuclear danger by constructing a managed competition via negotiated con-

straints. Though the rivalry remained intense, the two antagonists could never-

theless collaborate in the joint pursuit of their shared interest in preventing a 

nuclear catastrophe. Beginning around 1970, nuclear arms control became a 

regular and central, if occasionally interrupted, feature of Soviet- American 

relations. It has remained so for nearly fi fty years, even after the demise of the 

Soviet Union.

Arms control generally falls into one of three categories:

• Limits on forces and force postures. Many of the major strategic arms control 

agreements focused on placing limits on the size, character, and modern-

ization of nuclear forces.

• Crisis management measures. Some arms control arrangements put in place 

institutions and procedures for containing the danger of crises, principally 

through communication and consultation.
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• Confi dence- building measures. These steps are aimed at dampening the inten-

sity of the competition and preventing misunderstandings through such 

measures as information- sharing, prenotifi cation of military exercises or 

missile tests, and regular consultations.

Over a period of decades, the Cold War protagonists built up an extensive web of 

treaties and arrangements (not all of them nuclear) that shaped their relation-

ship and governed their nuclear competition.

Could negotiated arms control help manage the cyber environment? The 

answer is mixed. Some aspects of the Cold War’s arms control experience do not 

translate into the cyber world. Strategic arms control treaties, for example, were 

preoccupied with observable objects and activities and were centered on things 

that could be counted. The parties generally believed that it was only possible to 

limit what could be verifi ed. It was, however, possible to verify nuclear arms 

control agreements, including by remote surveillance using what were labeled 

national technical means.

The cyber world does not have a discrete force posture that can be constrained 

by numerical limits. Further, it is hard to see how suffi cient levels of transpar-

ency and verifi ability can be attained; hence, cyber arms control would be lim-

ited in scope. Moreover, cyber arms control will need to encompass a huge 

universe of actors if it is to fully address the potential sources of threat. Multilat-

eral arms control is possible, of course, and some signifi cant multilateral nuclear 

treaties, signed by large numbers of states, do exist. But in the cyber arena, states 

are not the only actors and, in the eyes of some, are not even the most important 

actors. As P. W. Singer and Allan Friedman comment in their study of cybersecu-

rity, “There is a notion that the Internet is a place without boundaries, where 

governments do not matter and therefore do not belong.”34 It will not be easy to 

fashion multilateral cyber arms control in an environment in which states are 

not necessarily the dominant players and in which serious threats can emerge 

from an infi nite mélange of individuals, corporations, criminal organizations, 

and terrorist groups, as well as from states.

For these reasons, neither traditional nuclear arms control as practiced 

between the United States and the Soviet Union nor multilateral nuclear arms 

control as it has existed in the past seem a promising model for cyber. There are 

too many relevant actors, too few countable objects, and too little verifi ability 

for these approaches to be effective shapers of the cyber environment. However, 

there may still be room for other types of arms control measures—that is, crisis 

management and confi dence- building measures. Given the opacity of the cyber 

realm, the potential diffi culty in identifying potential attackers, and the lack of 

time for assessment, deliberation, and decision- making (because cyber attacks 

will happen in an instant), there is great potential for confusion, uncertainty, 

misperception, mistaken judgments, and misdirected retaliations. Hence, some 

states are interested in measures that facilitate consultation, rapid and reliable 

communication, and cooperation in addressing shared threats (such as criminal 

or terrorist exploitation of cyber vulnerabilities or attacks that disrupt the cyber 
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architecture on which all depend). Some such measures already exist and many 

others have been proposed.35

Moreover, while constructing a comprehensive global regime for cyber man-

agement may not be possible, cyber governance measures can be established in 

important bilateral relationships or in signifi cant groupings of states. In May 

2015, for example, Russia and China signed a cybersecurity agreement. During 

President Xi Jinping’s September 2015 visit to Washington, the United States and 

China issued a joint statement that addressed an array of cyber issues. Various 

groupings of states have agreed to measures aimed at addressing one piece or 

another of the cyber problem: The G20 has tackled cyber theft, the Shanghai 

Cooperation Organization has condemned information war, and a group of forty- 

seven states has accepted the Budapest Convention on Cybercrime.36 Thus, though 

some forms of arms control as practiced in the nuclear realm seem unsuitable in 

the cyber context, negotiated rules, procedures, and constraints evidently will 

infl uence the emerging cyber order.

Nonproliferation
In the unconstrained early years of the nuclear age, the expectation was that the 

number of states possessing nuclear weapons would grow steadily in the future 

as more states developed the technical capacity to build them. This expectation 

was accompanied by a fear that the dangers associated with nuclear weapons 

would multiply as they spread into more hands. As Albert Wohlstetter suggested 

in an infl uential study, “life in a nuclear armed crowd” seemed perilous and 

extremely unattractive. Accordingly, efforts to prevent the spread of nuclear 

weapons have been one of the main hallmarks of the nuclear order and have 

fi gured prominently in the foreign policies of the major powers. Francis Gavin 

argues, for example, that nuclear nonproliferation has been a core imperative of 

US grand strategy since the end of World War II.37

The legal foundation of the nonproliferation regime is the 1968 Nuclear Non-

proliferation Treaty (NPT), which now encompasses nearly every state in the 

international system. All NPT signatories without nuclear weapons have agreed 

not to acquire nuclear weapons. But the nonproliferation regime does not rely 

on this legal instrument alone. In the nuclear realm, technological choke points 

impede the path to acquiring nuclear weapons. Without enriched uranium or 

plutonium, for instance, it is impossible to manufacture them. These materials 

and the technologies to produce them are in relatively few hands, and access to 

them is limited. In effect, an elaborate system of technology denial is in place 

that consists of national export control regulations and increasingly harmonized 

international guidelines for restricting the sale of sensitive, weapons- related 

dual- use items. The major suppliers of nuclear technology have also institution-

alized their collaboration in the Nuclear Suppliers Group.38 Worrisome recipients 

can be and are denied access to dual- use items, and all exports of some sensitive 

technologies (such as plutonium reprocessing) are universally discouraged. In 

addition, the NPT system is monitored. Any peaceful civilian facility that handles 

nuclear materials is subject to inspection by the International Atomic Energy 
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Agency (IAEA). States can circumvent the nonproliferation regime by develop-

ing indigenous technology, by acquiring dual- use items illicitly on the interna-

tional black market, or by misusing existing permitted facilities (though in this 

latter case, inspections might detect the cheating). But on the whole, with the 

notable exception of North Korea, the nonproliferation system of a legal regime, 

combined with technology denial and inspection, has been remarkably effective 

at preventing the spread of nuclear weapons and the technologies to make them.

In the cyber context, nonproliferation is a nonstarter. This area is where the 

divergence between nuclear and cyber is clearest and most stark. For one thing, 

cyber technology has already spread. Globally, billions of devices are connected 

to the Web. Individuals commonly possess multiple devices that give them 

access to the Internet. The only barrier to the spread of cyber technology 

appears to be poverty; in the wealthier parts of the world it is ubiquitous. Sec-

ond, where the nonproliferation regime is built substantially on technological 

choke points, no such choke points exist in the cyber arena. Rather, cyber is a 

market of many suppliers, rapid innovation, and widespread adoption with lit-

tle leverage for restraining the spread of this technology. Finally, the nonprolif-

eration regime is a monitored system. IAEA safeguards are applied to all facilities 

that handle nuclear material. No equivalent system exists for cyber, and it is 

hard to imagine what international inspection scheme could offer assurance 

against the hostile use of cyber technology. The nuclear nonproliferation expe-

rience holds little relevance for cyber.

Conclusion

Nuclear and cyber technology both raise the challenge of coping with threats of 

enormous potential consequence. Any use of nuclear weapons, of course, would 

be devastating. The same is not true of most cyber attacks, but in their most dan-

gerous incarnation, they can cause what the Defense Science Board described as 

“existential” levels of damage.39 The scale of the most threatening cyber attacks 

invites invocation of the nuclear analogy. The board put it plainly: “The cyber 

threat is serious, with potential consequences similar in some ways to the nuclear 

threat of the Cold War. . . . The Task Force believes that the integrated impact of a 

cyber attack has the potential of existential consequence. While the manifesta-

tion of a nuclear and cyber attack are very different, in the end, the existential 

impact to the United States is the same.”40 There is a certain symmetry here: two 

technological revolutions, two large and potentially existential threats, two diffi -
cult but unavoidable challenges to security policy.

The analogy, however, is imperfect. The trajectories and time lines of these 

two technologies have been quite different. With nuclear technology, the weap-

ons side has been preeminent while the civilian side has been government dom-

inated, sluggish, and less extensive than expected. For cyber, market- driven 

civilian applications have spread like wildfi re, and concerns about security vul-

nerabilities have followed in the wake of its penetration into most walks of eco-

nomic and social life. With nuclear, the number of relevant actors is few, the 
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sensitive technologies are relatively inaccessible, and the weapons are generally 

regarded as unusable. With cyber, the number of relevant actors is enormous, 

the technology is widely distributed and widely accessible, and attacks are fre-

quent (though generally low impact). Though serious worries about nuclear 

terrorism exist, nuclear technology is still overwhelmingly the province of 

states, and nuclear weapons are in the hands of only a small number of states. In 

striking contrast, the pace and direction of the cyber world are driven by the 

private sector, innovation fl ows from companies and individuals, the state strug-

gles to be relevant, and cyber weapons are potentially in the hands of anyone 

with a laptop.

Given these differences in the ecosystems of the two technologies, it is not 

surprising the conceptual framework that developed to cope with the nuclear 

threat applies only imperfectly to the cyber world. A mix of deterrence, prepara-

tions for damage limitation, arms control, and nonproliferation has managed to 

keep the nuclear peace for more than seven decades. As we have seen, some of 

these concepts will be adaptable to the cyber world, but the nuclear framework 

is not directly transferrable to the cyber context. The distinctive character of the 

cyber threat will require a distinctive set of answers.
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The specter of a looming digital “Pearl Harbor”–style attack has been and remains 

a central element in the American discourse on cybersecurity. Clearly, the iconic 

example of a disabling surprise attack on an unsuspecting fl eet, more than 

seventy- fi ve years after the event, still speaks powerfully to the fresh threat 

posed by a cyberspace- based attack on a technology- dependent society and its 

equally vulnerable military. Given the deep emotional effect evoked by memories 

of that “day of infamy,” one would expect signifi cant steps would be taken to 

mitigate such a risk.

Yet, over the past twenty years, a time during which the notion of a digital 

Pearl Harbor has proved a useful analogy, little visible effective preventive pub-

lic policy has been made. Writing in 2013, cyber experts P. W. Singer and Allan 

Friedman noted that in the United States “some fi fty cybersecurity bills [are] 

under consideration,” representing just a small portion of the total number that 

had been proposed in a decade. They also observed, “Despite all these bills, no 

substantive cybersecurity legislation was passed.”1 Since then only one bill, the 

Cybersecurity Information Sharing Act of 2015, which encourages voluntary 

information sharing with the government about cyber incidents in the private 

sector, has been enacted into law.

Among the diffi culties experienced in efforts to pass good cybersecurity legis-

lation, privacy concerns, ranging across the Right–Left political spectrum, have 

sparked and sustained very strong, steady resistance.2 In the wake of the massive 

breach of the Offi ce of Personnel Management’s “secure” fi les that began (appar-

ently) in March 2014, confi dence in the government’s ability to solve the riddles 

of cybersecurity remains quite low. Over twenty million members of the military 

and the civil service have been affected. The US government’s dispute with 

Apple, Inc., in which the Federal Bureau of Investigation sought Apple’s assis-

tance in decrypting the information on a smartphone seized in the investigation 

of the 2015 domestic terrorism incident in San Bernardino, further strained 

public- private amity in cybersecurity- related matters.

Even worse, in addition to its inability to protect vital information under its 

control, the US government is also seen as obstructionist. Policymakers worry that 

more secure products will make it harder for law enforcement and intelligence 
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agencies to employ “cyber taps” on criminal and terrorist organizations. This con-

cern has led, beyond the issues raised by the San Bernardino matter, to the US 

government’s desire to be able to access any and all private communications via 

cyberspace as and when deemed necessary. The Cybersecurity Information Shar-

ing Act, in the view of some leading cyber analysts, is thus seen as entailing two 

deleterious effects: it would make not only “any future data breach . . . far more 

catastrophic” but also “everything you do and say online less safe and more sus-

ceptible to government eavesdropping.”3

As for market- driven solutions, consumers have a record of not demanding 

very secure products. For decades producers did not seriously try to make their 

systems more “hack proof.” But given the string of costly attacks across a wide 

range of enterprises over the past few years—Anthem Blue Cross, Sony Pictures 

Entertainment, Target, and Yahoo are just a few of the most high- profi le vic-

tims—US and other manufacturers have become determined to craft computers, 

cell phones, and other systems that are ever more secure.4 They have done so 

while going against the wishes of some in government—with the notable excep-

tion of former president Barack Obama—to be able to outfl ank strong encryption 

by means of “backdoor” keys, which allow intrusion into anyone’s system.5

Thus, it seems that Washington, which has trumpeted the Pearl Harbor meta-

phor, has failed to act in a helpful manner as defenses are developed against such 

a virtual bolt from the blue. As to Silicon Valley, and throughout the commercial 

information technology (IT) sector, the decades of neglect to produce more 

secure products have contributed to leaving cyberspace and its countless users 

quite vulnerable to hackers. If the government were somehow to cease its efforts 

to impede the launch of far more secure products, the situation would surely 

improve, at least at the margins. But much more is needed, as the United States 

and many other countries remain far from having a true ability to prevent, pre-

empt, or counter the effects of a digital Pearl Harbor.6

An Alternative Analogy: “The Harbor Lights”

Despite its deep resonance in military and intelligence communities, the forego-

ing analysis of the Pearl Harbor analogy lacks traction in the political and eco-

nomic arenas. Perhaps this is because military analysts do not speak directly to 

the commercial consequences of a major cyber attack. The Pearl Harbor imagery 

easily conjures visions of a stunned military, but it does little to illustrate how a 

surprise attack could affect the economy or could sway votes in an election. 

Thus, it is worthwhile to consider adding a cyber analogy that can engage deci-

sion makers in government and business—and the mass public—in political and 

economic ways. One does not have to look far beyond Pearl Harbor to fi nd an 

analogy that serves this purpose very well.

Four days after the December 7, 1941, attack on Pearl Harbor, Axis partners 

Germany and Italy declared war on the United States. Strategic analysts criti-

cized the move, given that Congress had authorized war against Japan only. This 

precipitate move by Adolf Hitler and Benito Mussolini brought America actively 
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into the European confl ict much earlier than it might otherwise have done—if at 

all. On November 21, only a few weeks before the Japanese attack, nearly two- 

thirds of respondents to a Gallup poll opposed the very idea of war against Ger-

many and Italy. But as the diplomatic historian Thomas Bailey once noted, with 

equal eloquence and irony, thanks to Hitler’s taking the matter into his own 

hands and to Mussolini’s following his lead, “American opinion was spared the 

confusion of a debate over fi ghting the European Axis.”7 Thus, the Allied coali-

tion was forged by the aggressor.

The fi ght against Germany and Italy was for the most part conducted in the-

aters thousands of miles from the United States. Any sense of immediate danger 

was, to say the very least, lacking. To be sure, many Americans of Japanese 

descent—and some of German and Italian ancestry as well—were soon put in 

camps due to war paranoia. There was also belt- tightening and rationing, but for 

the most part, Americans’ life patterns retained much of their normalcy. On the 

East Coast, this fact was manifested in how cities and harbors continued to light 

up at night, and most coastal maritime traffi c sailed unescorted. All this occurred 

despite the German U- boats—the one enemy weapons system that could reach 

the United States—having done grievous harm to Britain’s shipping since Sep-

tember 1939.8

Five weeks after Pearl Harbor, in mid- January 1942, Karl Doenitz, the com-

mander of U- boat forces, had a handful of his submarines operating off the East 

Coast of the United States. Dispatched under the grand name Paukenschlag 
(Drumbeat), these U- boats—at most a dozen at any given moment—more than 

lived up to the operation’s title, infl icting steady, heavy losses on coastal ship-

ping. One member of the U- boat service recalled the time as the “American 

Shooting Season,” during which the Germans could quietly lurk off “open 

anchorages and undefended harbors . . . a veritable Eldorado.”9

For three long months, coastal cities refused even to dim their lights at night. 

The illumination helped U- boat skippers immensely. The eminent naval histo-

rian Samuel Eliot Morison labeled this inaction America’s “most reprehensible 

failure.”

In Morison’s analysis of these events, “the massacre enjoyed by the U- boats 

along our Atlantic coast in 1942 was as much a national disaster as if saboteurs 

had destroyed half a dozen of our biggest war plants.” Indeed, during this U- boat 

“happy time,” Germany sank 2.5 million tons of shipping, or about half the total 

losses infl icted by German submarines in the fi rst two years of the war. Morison’s 

unsettling bottom- line assessment is quite biting: “Ships were sunk and seamen 

drowned in order that the citizenry might enjoy pleasure as usual.”10 And all this 

came at a minimal cost to the U- boat arm. Though the US Navy claimed twenty- 

eight kills of enemy submarines from January to March, in actuality these were 

all false claims made by overenthuisastic American skippers. No U- boats were 

sunk during this period, and only half a dozen were lost by July 1942.

How could it be that the harbor lights stayed on so long during this absolute 

crisis? The only reasonable reply to this question is to explain that very powerful 

political and economic interests trumped sound strategy. All along the Eastern 
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Seaboard, big- city mayors and local business leaders objected that blackouts 

would cause catastrophic economic losses. Florida, which was experiencing the 

height of its fl ow of winter visitors from the North, strongly resisted pressures to 

darken its coastal cities’ lights, even though U- boat sinkings along this section of 

the coast were devastating. Naval historian Henry Adams has noted, for exam-

ple, that “Miami especially was urged to employ a dimout to reduce the deadly 

glow, but its Chamber of Commerce refused, saying it would ruin the tourist 

season.”11

By the spring of 1942, losses had grown heavy enough that President Franklin 

D. Roosevelt (FDR) ordered blackouts all along the seaboard and for miles inland. 

This action was accompanied by the US Navy’s grudging willingness to start 

moving coastal ship traffi c in convoys. From the start of the war, Adm. Adolphus 

Andrews, who oversaw the antisubmarine campaign on the East Coast, took the 

position that, thanks to air patrols, ships could “seek the protection daylight 

affords” and “break their passage by lying over in sheltered harbors at night.”12

This approach failed miserably. Only when escorts could strike back at the 

U- boats did the latter begin to suffer growing losses. As Michael Gannon, another 

historian of submarine warfare, has summed the matter up: “What really broke 

the back of the U- boat campaign in U.S. waters was the coastal convoy.”13

Clearly, blackouts, dimouts, and convoys helped solve the problem, but they 

did not really break the back of the U- boats. Between January and August 1942, 

only seven German submarines were sunk in US waters. But this number is the 

wrong metric by which to judge the outcome of the antisubmarine campaign; 

instead, the number of U- boat attacks should be considered. By March–April 

they had risen to ninety- eight; by July–August they had fallen to twenty- six, or 

a drop of 73 percent.14 Attacks fell in part because Admiral Doenitz simply decided 

to stop investing in the long- transit, short- dwell time of U- boats in American 

waters.

As US defenses improved, it made little sense for a U- boat to spend two- thirds 

of its patrol time in transit to and from the target zone. Thus, protected convoy 

targets were to be found and attacked far closer to home, requiring much less 

transit time. One of Admiral Doenitz’s aides, Wolfgang Frank, summed up the 

principal reason for ending Paukenschlag: “This was not because the A/S [anti-

submarine] defenses off the American coast had grown too strong, but because 

with the end of independent sailings and the introduction of convoys it was no 

longer worthwhile to send boats so far out.”15

Assessing the Harbor Lights Analogy

Perhaps the fi rst and most important point to derive from the American experi-

ence on the Eastern Seaboard in the months after entry into the war is that just 

as far too few civil defense measures were taken then, the same is true today in 

the virtual domain. Throughout all too much of cyberspace, the “harbor lights” 

remain on and illuminate the commercial sector’s intellectual property, sensi-

tive data held by government and the military, and the personal information of 
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individuals. All have been exposed, providing rich targets for attack by the 

latter- day counterparts of the World War II–era U- boat raiders, hackers. Indeed, 

former US cyber czar Richard Clarke, along with his colleague Robert Knake, 

have rated US cyber defenses as worst among leading nations. They also note 

that the “senior government offi cial charged with coordinating cybersecurity 

was . . . in an offi ce buried several layers down in what was turning into the 

most dysfunctional department in government, DHS [Department of Homeland 

Security].”16

When he entered offi ce in 2009, President Obama did try to elevate the cyber 

czar’s role, affi rming that the “cyberthreat is one of the most serious economic 

and national security challenges we face as a nation.”17 But his choice for leader-

ship, Howard Schmidt, turned out to be skeptical about the gravity of security 

affairs in the virtual domain. As he once opined: “Anytime someone commits a 

denial- of- service attack or someone intrudes into a system to steal intellectual 

property, it’s not a cyber war. This kind of hype is benefi cial to no one.”18

Schmidt left government service in 2012 to join a cybersecurity fi rm, partner-

ing with, in a moment of true irony, the former head of DHS governor Tom Ridge. 

Michael Daniel, Schmidt’s successor as cyber czar and a former congressional 

staffer with little actual expertise in computing or IT, suffered sharp criticism for 

being missing in action as waves of costly, debilitating hacks swept over US com-

mercial and governmental sites.19

While part of the reason why the harbor lights are still on throughout the 

many sectors of cyberspace has to do with organizational dysfunction in Wash-

ington, some blame can also be placed on IT manufacturers, whom the con-

sumer markets did not press to craft more secure products until recently. Then 

when manufacturers made efforts to produce far more secure products, the 

government—law enforcement in particular—expressed its concern that 

secure smartphones and other communications devices might impede their 

investigations.

A third culprit hearkens to the harbor lights metaphor as well—that is, the 

strategic paradigm employed by those charged with the defense of cyberspace. 

Central elements of this security paradigm are antiviral software and fi rewalls; 

together, it is much hoped, they are able to keep the cyber barbarians from 

breaking in. But they do not, at least not often enough. Good hackers break right 

through fi rewalls, which stop only the viruses, worms, and malware that they 

can already recognize.

Faith in fi rewalls has led to failure to adopt the most effective tool of cyberse-

curity, widespread use of very strong encryption. The reluctance to make end- 

to- end encryption the norm in cyber communications is analogous to the 

stubborn unwillingness to use convoys to protect vessel traffi c on the Eastern 

Seaboard during the early months of 1942. And the unwillingness to keep stored 

data strongly encrypted is very much akin to keeping port cities illuminated.

Interestingly, the harbor lights analogy cuts both ways, providing lessons for 

the attacker as well. As noted previously, Doenitz had to calculate the factors of 

time, space, and force in determining the optimal use of his U- boats, and his 
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analysis ultimately led him to shift his forces away from the US Eastern Seaboard 

when its defenses improved. It may well be that cyber attackers will have similar 

incentives to redirect their own operations if security improves thanks, say, to 

the ubiquitous employment of strong encryption or the dispersal of targets in 

the Cloud, that place of places outside one’s own system.20

Attackers’ fi rst inclinations under such circumstances—that is, when data is 

strongly encrypted or harder to fi nd and exploit by virtue of being secreted in 

the Cloud—would likely be to search for “softer” targets elsewhere. Doenitz 

showed a penchant for doing exactly this; as shipping defenses fi rmed up along 

the East Coast, he shifted his subs to the Gulf of Mexico, the Caribbean, even to 

Panama. When defenses in these areas improved, becoming virtually equal to 

convoy protection in the North Atlantic, he pulled back and concentrated the 

U- boats on targets that took less time to reach from their home bases. Eventu-

ally, with the major advances in Allied radio direction- fi nding equipment, the 

substantial increases in escort vessels, and the breaking of the Nazi Enigma codes 

by the boffi ns working at Bletchley Park, the U- boats were defeated.21

But this happy ending is not necessarily going to be repeated in the case of 

cyberspace for two fundamental reasons. First, the possibility that cyber male-

factors will simply decide to switch to softer targets when one’s defenses improve 

may be slim, as the targets of greatest value may not be available in places that 

are easy to breach. The intellectual property of leading American fi rms is not to 

be found in soft targets in other places around the world. Doenitz could move his 

U- boats to the Gulf of Mexico and the Caribbean knowing full well that ample oil 

tanker targets were in each maritime zone; thus, his payoff was still good. The 

world’s softer cyber targets do not come replete with such high- value assets of 

their own.

The second problem with the hope that improved defenses will send attackers 

away in search of easier prey is that it is not enough to provide better security 

relative to the starting point. Rather, improvements must be substantial in abso-
lute terms. The absolute capabilities for cyber defense in the United States, for 

example, have been quite poor for decades. Indeed, as noted earlier, former 

cyber czar Clarke and his colleague Knake rate them the worst defenses among 

all the major cyber powers.22

Their judgment has been affi rmed by the long trail of high- profi le hacks of 

major US commercial fi rms, as well as of sensitive government sites, and even 

the personal account of the director of central intelligence. Thus, making sub-

stantial improvements in the relative level of cybersecurity will likely not do 

enough to drive away the intruders.

Clearly, what is needed at this point is a paradigm shift in the whole way of 

thinking about cybersecurity. Ample evidence shows fi rewalls, the latter- day 

equivalents of Admiral Andrews’s “sheltered harbors,” are as ineffective as were 

his faulty remedies back then. Instead, stored data can and should be “blacked 

out,” and information fl ows can be well “escorted” by the employment of very 

strong encryption and evasively routed via the Cloud.
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These sorts of steps are only now beginning to be regularly taken in the 

United States, but they are serious indicators of real progress. Still, the habits of 

mind of those who rely on massive data fl ows and their ready availability remain 

steeped in the old paradigm, one on which the existing cybersecurity consult-

ing industry is itself all too dependent. New defensive methods simply must be 

considered.

Comparing the Pearl Harbor and Harbor Lights Analogies

In light of the abovementioned concerns, how are good cybersecurity legislation 

and regulation to be enacted and pursued? In the United States, the Obama 

administration relied heavily on the Pearl Harbor analogy; indeed, it was a main 

line of argument advanced by former secretary of defense Leon Panetta when he 

was in offi ce.23

But as this chapter has argued, this analogy has a fundamental problem: Pearl 

Harbor speaks primarily to the strategic and military aspects of cybersecurity. 

Defending the virtual domain from costly, disruptive hacks, however, has pro-

found economic and political dimensions. With these factors in mind, I propose 

adding “harbor lights” to Pearl Harbor in making an operative analogy.

In December 1941 a great deal of US naval power was concentrated at Pearl 

Harbor, and a sharp blow to it was infl icted, enabling Japan to pursue its expan-

sionist aims for a while. Of the eight US Navy battleships berthed there, four were 

sunk and another four seriously damaged. And if the Kido Butai, the Japanese car-

rier strike force, had caught the three American aircraft carriers deployed to the 

Pacifi c in port—they were out to sea at the time of the attack—or had blown up 

the base’s massive fuel storage tanks, the damage would have been catastrophic. 

Pearl Harbor was a true single point of failure. And if the Japanese had not been 

outfoxed and outfought at Midway, even those surviving aircraft carriers would 

have been of little moment in the Pacifi c war’s strategic balance.24

Nothing quite like the sort of concentration of power in a battleship row now 

exists in cyberspace. Indeed, part of the logic behind the creation over forty 

years ago of an Advanced Research Projects Agency Network, which would prove 

to be a key building block of the Internet, was to ensure continued communica-

tions even in the wake of a nuclear war. Redundancy and resilience are the key 

notions that lie at the heart of the structure of cyberspace.25 Yes, there are very 

important, even “critical” nodes here and there, but work- arounds and fallbacks 

abound too. Thus, cyberspace is similar to the oceans that cover two- thirds of 

the world in that it has its various choke points, but there are always alternate 

routes.

If the Pearl Harbor analogy is somewhat limited, perhaps even misleading, it 

is because it encourages the dangerous belief that defenses can be concentrated 

in one or a few major areas to provide strategic protection to most, if not the vast 

majority, of threatened spaces. The harbor lights analogy is both more expansive 

conceptually—in that it speaks to military, economic, and political factors—and 

19029-Perkovich_Understanding.indd   18719029-Perkovich_Understanding.indd   187 8/16/17   8:02 PM8/16/17   8:02 PM

© 2017 Georgetown University Press. All Rights Reserved. This PDF is intended for non-commercial use by individuals. 
For all other types of re-use, please contact Georgetown University Press at gupress@georgetown.edu. 



188 Arquilla

more accurately depicts the widely distributed defensive challenge that charac-

terizes efforts to secure cyberspace.

This new analogy speaks in an interesting way to military matters, but its true 

value lies in engaging the range of politico- economic challenges. They are delin-

eated in the harbor lights analogy by the costly failure of President Roosevelt to 

order a blackout along the East Coast, despite the growing depredations of the 

U- boat skippers, who were having their “happy time” teeing up targets for night 

attacks because they were so well illuminated.

Clearly, the harbor and other coastal lights stayed on far too long. In search of 

causation, this illustration leads us to the point that the failure, though ulti-

mately FDR’s, was driven by local political pressures, which were themselves the 

product of economic considerations. For several months in 1942, mayors of 

coastal cities resisted pressure to enforce blackouts because they feared a loss of 

business would ensue and plunge their economies, still not yet fully recovered 

from the Depression, into fresh downward spirals. It was only when the shipping 

losses grew to dangerously high levels that the blackout was fi nally put in place 

and merchant ships began to move in escorted convoys. This tactic didn’t put an 

end to the U- boat menace, but it did bring it under control and encouraged 

Admiral Doenitz to send his submarines elsewhere in search of prey.

Today, the harbor lights are on—all over cyberspace. A wide range of targets 

is well illuminated and highly vulnerable to all manner of cyber mischief. Tech-

nologically advanced armed forces, all of which are increasingly dependent on 

their connectivity to operate effectively in battle, can be virtually crippled in the 

fi eld, at sea, or in the air by disruptive attacks on the infrastructure on which 

they depend but that are often not even government owned.

As to leading commercial enterprises, they hemorrhage intellectual property 

to cyber snoops every day—a point Governor Mitt Romney made twice in debates 

with President Obama during the 2012 election campaign. Regarding mass pub-

lics, countless millions of people in the United States and around the world have 

had their personal security hacked and now serve unwittingly as drones, or 

zombies, impressed into service in the robot networks, or botnets, of master 

hackers. As do billions of their Internet- connected smart home appliances.

Why do the harbor lights remain on in cyberspace? Because rather than focus-

ing on security, for decades IT manufacturers and software developers have been 

driven by market forces impelling them to seek greater speed and effi ciency in 

their products—all at highly competitive consumer prices. In short, the virtual 

harbor lights have stayed on because the perceived economic costs of improved 

security—that is, of enforcing a virtual blackout—have been seen as too high. And, 

just as FDR did, American political leaders today have shied away from forcing the 

private sector’s hand. In this current case, however, the motivations of those in 

government are a bit more mixed. Their reluctance to champion, or even to 

require, production of the most secure cyber products extends far beyond fealty 

to market forces. Instead, the government’s intelligence and, even more, law 

enforcement departments fear that the improved security afforded by the ubiq-
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uitous use of, say, strong encryption will curtail their own information- gathering 

capabilities.

Clearly, the harbor lights analogy speaks very powerfully to the economic and 

political dimensions of the cybersecurity challenge. But it has its limitations, as 

no analogy can address every aspect of a problem. One way the analogy breaks 

down is in its inability to speak to the “invisible” nature of many of today’s cyber 

depredations. The mass ship sinkings of the early months of 1942 were tangible 

events that (eventually) horrifi ed the nation and its civilian and military leaders. 

Today the ongoing compromise of highly sensitive military information systems, 

the theft of intellectual property, and the unwitting recruitment of men, women, 

and children into zombie armies all pass largely beneath our levels of awareness. 

Cyber warfare is a lot like Carl Sandburg’s fog coming in on “little cat feet.”26

Another problem is that whereas FDR had the authority to compel the dark-

ening of coastal regions, it is not at all clear today that the president, or “govern-

ment” more generally, has the same ability. Can the ubiquitous use of encryption, 

cloud computing, or other measures be dictated? Legislated? Likely not. Still, the 

presidency is a bully pulpit. If the chief executive were to use what presidential 

scholars such as Samuel Kernell and Richard Neustadt believe is the true power 

of the offi ce—the power to persuade—then there would be a greater likelihood of 

gaining signifi cant voluntary compliance.27

To be sure, senior civil and military leaders also know the gravity of the situ-

ation. For more than two decades, the National Academies of Sciences, Engi-

neering, and Medicine have conducted deeply alarming studies of US cyber 

vulnerabilities and quite clearly conveyed the grave nature of the threat.28 

President Obama also expressed his desire to respond far more decisively to the 

cyber threat in Presidential Decision Directive 20. Reporting about the still- 

classifi ed directive—partially “outed” fi rst in a Washington Post article in 2012 

and by Edward Snowden’s revelations in 2013—suggests that the directive takes 

an expansive view of cybersecurity, even to the point of taking preemptive 

action against cyber threats.29

All this implies clear awareness of the problem, but the proactive recommen-

dation to seek out and attack the attackers may prove problematic, given how 

well hidden so many of them remain. All these years after the Code Red and 

Nimda computer viruses were unleashed—shortly after the attacks of September 

11, 2001—the identities of those perpetrators are still unknown. As is true of 

many—or perhaps most—cyber attacks, digital warriors and terrorists today 

hide in the virtual ocean of cyberspace as well as the U- boat skippers did during 

their happy time along the Atlantic seaboard seventy- fi ve years ago. Efforts to 

track them in advance of their attacks, to hearken yet again to the harbor lights 

analogy, will be as fruitless as the US Navy’s fi rst strategy in 1942 of sending out 

hunter- killer squadrons to search the ocean for the U- boats.30

In 1942 the right answer from the start was to black out coastal cities at night 

and to have ships evasively routed and escorted by antisubmarine vessels when 

they sailed. Losses still occurred after adopting these strategies but soon fell to 
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acceptable levels. This is the lesson of the harbor lights. In cyberspace, the anal-

ogous way to embrace this approach would consist of far greater use of strong 

encryption and evasive routing of data via the Cloud, making it much harder for 

the virtual U- boat wolf packs that stalk them to fi nd their targets.

We need not forget Pearl Harbor when thinking about cybersecurity. But 

surely we also need to remember the harbor lights. This is as true for the increas-

ingly interconnected world community as it is for the United States.
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In the domain of cyber defense, the concept of active defense is often taken to 

mean aggressive actions against the source of an attack. It is given such names as 

“attack back” and “hack back” and is equated to offensive cyber strikes. It is 

considered dangerous and potentially harmful, in part because the apparent 

source of an attack may be an innocent party whose computer has been compro-

mised and exploited by the attacker; so hacking back could be reckless and 

unfair.

But active cyber defense is a much richer concept. When properly understood, 

it is neither offensive nor necessarily dangerous. Our approach is to draw on con-

cepts and examples from air defense to defi ne and analyze cyber defenses. We 

show that many common cyber defenses—such as intrusion prevention—have 

active elements, and we examine two case studies that employed active defenses 

effectively and without harming innocent parties. We examine the ethics of active 

cyber defenses along four dimensions: scope of effects, degree of cooperation, 

types of effects, and degree of automation. Throughout, we use analogies from air 

defense to shed light on the nature of cyber defense and to demonstrate that 

active cyber defense is properly understood as a legitimate form of defense that 

can be executed according to well- established ethical principles.

Other authors have ably addressed the ethics of active defense. D. Dittrich and 

K. E. Himma, for example, contributed substantially to initial thinking in this 

area.1 This chapter seeks to advance analysis by applying air defense principles 

to the cyber domain and by exploring the moral and strategic issues raised by 

active cyber defense.

Defi ning Active and Passive Cyber Defense

Because our defi nitions of active and passive cyber defense are derived from those 

for air defense, we begin by reviewing active and passive air and missile defense.

Active and Passive Air and Missile Defense
For the United States, Joint Publication 3- 01, Countering Air and Missile Threats, 

defi nes active air and missile defense (AMD) as a “direct defensive action taken to 

DOROTHY E. DENNING AND BRADLEY J. STRAWSER

Active Cyber Defense
APPLYING AIR DEFENSE TO THE 
CYBER DOMAIN
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destroy, nullify, or reduce the effectiveness of air and missile threats against 

friendly forces and assets.” The defi nition goes on to say that active AMD 

“includes the use of aircraft, AD [air defense] weapons, missile defense weapons, 

electronic warfare (EW), multiple sensors, and other available weapons/capabil-

ities.”2 Active AMD describes such actions as shooting down or diverting incom-

ing missiles and jamming hostile radar or communications.

The Patriot surface- to- air missile system is an example of an active defense 

system. It uses an advanced aerial- interceptor missile and high- performance 

radar system to detect and shoot down hostile aircraft and tactical ballistic mis-

siles.3 Patriots were fi rst deployed in Operation Desert Storm in 1991 to counter 

Iraqi Scud missiles. Israel’s Iron Dome anti- rocket interceptor system has a sim-

ilar objective of defending against incoming air threats. According to reports, 

the system intercepted more than three hundred rockets that Hamas fi red from 

Gaza into Israel during the November 2012 confl ict, with a success rate of 80 to 

90 percent.4 At the time, Israel was also under cyber assault, and Prime Minister 

Benjamin Netanyahu said the country needed to develop a cyber defense system 

similar to Iron Dome.5

Another example of an active air defense system is the United States’ Opera-

tion Noble Eagle.6 Launched the morning of September 11, 2001, minutes after 

terrorists hijacked the fi rst aircraft, the operation has become a major element 

of homeland air defense, which includes combat air patrols, air cover support for 

special events, and sorties in response to possible air threats. Noble Eagle pilots 

can potentially shoot down hostile aircraft, although so far none have done so. 

However, over the years, they have intercepted and escorted numerous planes 

to airfi elds.

In contrast to active defense, passive air and missile defense is defi ned as “all 

measures, other than active AMD, taken to minimize the effectiveness of hostile 

air and missile threats against friendly forces and assets . . . [noting that] these 

measures include detection, warning, camoufl age, concealment, deception, dis-

persion, and the use of protective construction. Passive AMD improves surviv-

ability by reducing the likelihood of detection and targeting of friendly assets 

and thereby minimizing the potential effects of adversary reconnaissance, sur-

veillance, and attack.”7 Passive AMD includes such actions as concealing aircraft 

with stealth technology. It also covers monitoring the airspace for adversary 

aircraft and missiles but not actions that destroy or divert them.

Active and Passive Cyber Defense
We adapt the defi nitions of active and passive air defense to the cyber domain by 

replacing the term “air and missile” with “cyber.” This gives us the basic defi ni-

tions: active cyber defense is a direct defensive action taken to destroy, nullify, or 

reduce the effectiveness of cyber threats against friendly forces and assets, and 

passive cyber defense is all measures, other than active cyber defense, taken to 

minimize the effectiveness of cyber threats against friendly forces and assets. 

Put another way, active defenses are direct actions taken against specifi c threats, 
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while passive defenses focus more on protecting cyber assets from a variety of 

possible threats.

Using these defi nitions, we now examine various cyber defenses to see whether 

they are active or passive. We begin with encryption, which is clearly a passive 

defense. It is designed to ensure that information is effectively inaccessible to 

adversaries that intercept encrypted communications or download encrypted 

fi les, but it takes no action to prevent such interceptions or downloads. Steganog-

raphy is similarly passive. By hiding the very existence of information within a 

cover such as a photo, it serves as a form of camoufl age in the cyber domain. 

Other passive defenses include security engineering; confi guration monitoring 

and management; vulnerability assessment and mitigation; application whitelist-

ing (to prevent unauthorized programs from running); limits on administrator 

access; logging, backup, and recovery of lost data; and education and training of 

users. None of these involve direct actions against a hostile threat.

User authentication mechanisms can be active or passive. For example, con-

sider a login mechanism based on usernames and passwords that denies access 

when either the username or password fails to match a registered user. We con-

sider this passive if no further action is taken against an adversary attempting to 

gain access by this means. Indeed, the person might try again and again, perhaps 

eventually succeeding. If the mechanism locks the account after three tries, then 

it has an active element insofar as this particular adversary will be unable to gain 

entry through that account, at least temporarily. However, it does not stop the 

adversary from trying other accounts or from trying to gain access through 

other means such as a malware attack. Nor does it prevent an attacker who stole 

an account and password from gaining access to the system.

Now consider the Defense Advanced Research Project Agency’s Active Authen-

tication program, which seeks to validate users continuously using a wide range 

of physical and behavioral biometrics such as mouse and typing patterns and 

how messages and documents are crafted.8 If at any time a user’s actions are 

inconsistent with their normal biometric patterns (called their cognitive fi nger-

print), access could be terminated. Such a mechanism would be more active than 

the password mechanism, as it could keep the adversary from entering and then 

exploiting any legitimate account on the system. It might even thwart a malware 

attack, as the malware’s behavior would not match that of the account under 

which it is running.

Consider next a simple fi rewall access control list (ACL) that blocks all incom-

ing packets to a particular port on the grounds that because the system does not 

support any services on that port, it would be an open door for attackers. We 

consider this passive, as it serves more to eliminate a vulnerability than to 

address a particular threat. However, the ACL would become an element of an 

active defense if an intrusion prevention system detected hostile traffi c and then 

revised the ACL to block the offending traffi c. An intrusion detection system 

alone is considered more passive, as it serves primarily as a means of detection 

and warning.
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Anti- malware (or antivirus) tools have much in common with intrusion pre-

vention systems. They detect malicious software, including viruses, worms, and 

Trojans, and then (optionally) block the code from entering or executing on a 

protected system. Typically these tools are regularly updated to include signa-

tures for new forms and variants of malware that are detected across the Inter-

net. In this sense, the active defenses are applied globally over the Internet. After 

new malware is discovered, security vendors create and distribute new signa-

tures to the customers of their anti- malware products.

Intrusion prevention can likewise be performed on a broader scale than a 

single network or even an enterprise. For example, the Internet protocol (IP) 

addresses of machines that are spewing hostile packets can be shared widely 

through blacklists and then blocked by Internet service providers. Indeed, vic-

tims of massive denial of service attacks frequently ask upstream service provid-

ers to drop packets coming from the originating IP addresses.

Anti- malware and intrusion prevention systems can be integrated to form 

powerful active defenses. In many respects, the combined defenses would resem-

ble an active air and missile defense system that detects hostile air threats and 

takes such actions as shooting them down or jamming their communications, 

except that in cyberspace the defenses are applied to hostile cyber threats such as 

malicious packets and malware. Rather than targeting incoming ballistic missiles, 

cyber defenses take their aim at packets that act like cyber missiles.

Honeypots, which lure or defl ect attackers into isolated systems where they 

can be monitored, are another form of active defense. They are similar to the 

decoys used in air defense that defl ect missiles from their intended targets.

In addition to playing a role in network security, active cyber defenses have 

been used to take down botnets (networks of compromised computers) and 

counter other cyber threats. The following two examples illustrate.

COREFLOOD TAKEDOWN
In April 2011 the Federal Bureau of Investigation (FBI), Department of Justice, and 

the nonprofi t Internet Systems Consortium (ISC) deployed active defenses to take 

down the seven- year- old Corefl ood botnet.9 At the time, the botnet comprised 

over two million infected computers, all under the helm of a set of command- and- 

control (C2) servers. The bot malware installed on the machines was used to har-

vest usernames and passwords, as well as fi nancial information to steal funds. 

One C2 server alone held about 190 gigabytes of data stolen from more than 

400,000 victims.

The active defense included several steps. First, the US District Court of Con-

necticut issued a temporary restraining order that allowed ISC to swap out Core-

fl ood’s C2 servers for its own servers. The order also allowed the government to 

take over domain names used by the botnet. When the infected machines reached 

out to the new C2 servers for instructions, the bots were commanded to stop. 

The malware reactivated following a reboot, but each time it contacted a C2 

server, it was instructed to stop. The effect was to neutralize, but not eliminate, 

the malware installed on the compromised machines. To help victims remove 
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the malware, the FBI provided the IP addresses of infected machines to Internet 

service providers (ISPs) so they could notify their customers. In addition, Micro-

soft issued an update to its Malicious Software Removal Tool so victims could get 

rid of the code.

Using the air defense analogy, the Corefl ood takedown can be likened to an 

active defense against hijacked aircraft, where the hijackers were acting on 

instructions transmitted from a C2 center. In this situation, the air defense might 

jam the signals sent from the center and replace them with signals that com-

mand the hijackers to land at specifi ed airports. The airports would also be given 

information to identify the hijacked planes so that when they landed, the hijack-

ers could be removed.

This approach of neutralizing the damaging effects of botnets by comman-

deering their C2 servers has been used in several other cases. Microsoft, for 

example, received a court order in November 2012 to continue its control of the 

C2 servers for two Zeus botnets. Because Zeus had been widely used to raid bank 

accounts, the operation has no doubt prevented considerable harm.10

GEORGIAN OUTING OF RUSSIA- BASED HACKER
In October 2012 Network World reported that the Georgian government had 

posted photos of a Russia- based hacker who had waged a persistent, months- 

long campaign to steal confi dential information from Georgian government 

ministries, Parliament, banks, and nongovernmental organizations.11 The pho-

tos, taken by the hacker’s own webcam, came after a lengthy investigation that 

began in March 2011 when a fi le on a government computer was fl agged by an 

antivirus program. After looking into the incident, government offi cials deter-

mined that three hundred to four hundred computers in key government agen-

cies had been infected with the malware and that they had acquired it by visiting 

infected Georgian news sites that had pages with headlines such as “NATO Dele-

gation Visit in Georgia” and “US- Georgian Agreements and Meetings.” Once 

installed, the malware searched for documents using keywords such as “USA,” 

“Russia,” “NATO,” and “CIA” and then transmitted the documents to a drop 

server where the spy could retrieve them.

Georgia’s initial response included blocking connections to the drop server 

and removing the malware from the infected websites and personal computers. 

However, the spy did not give up and began sending the malware out as a porta-

ble document format fi le attachment in a deceptive email allegedly from admin@

president.gov.ge.

The Georgian government then let the hacker infect one of its computers on 

purpose. On that computer, it hid its own spying program in a .ZIP archive titled 

“Georgian- NATO Agreement.” The hacker took the bait, downloaded the archive, 

and unwittingly launched the government’s code. The spyware turned on the 

hacker’s webcam and began sending images to the government. It also mined the 

hacker’s computers for documents, fi nding one that contained instructions in 

Russian from the hacker’s handler about whom to target and how, as well as 

circumstantial evidence suggesting the Russian government’s involvement.
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Again, using the air defense analogy, the steps taken to block the exfi ltration 

of fi les from compromised computers to the drop servers could be likened to 

jamming the transmission of sensitive data acquired with a stolen reconnais-

sance plane to the thieves’ drop center. The steps taken to bait the hacker into 

unwittingly stealing and installing spyware might be likened to a command 

intentionally permitting the theft of a rigged reconnaissance plane with hidden 

surveillance equipment that sends the data it collects about the thieves back to 

the command.

Characteristics and Ethical Issues in Active Cyber Defense

In this section, we offer a set of distinctions for characterizing the different types 

of active defense described in the preceding section and discuss some of the eth-

ical issues raised by each.

Scope of Effects
The fi rst set of distinctions pertains to the scope of effects of an active defense. An 

active defense is said to be internal if the effects are limited to an organization’s 

own internal network. If it affects outside networks, it is said to be external.

Drawing on the air defense analogy, an internal cyber defense is similar to an 

air defense system that takes actions against an incoming missile or hostile air-

craft after it has entered a country’s airspace, while an external cyber defense is 

similar to an air defense system that operates in someone else’s airspace or attacks 

the base in a foreign country where the missile is being launched or the hostile 

aircraft is departing. Antiballistic missile defenses that operate against warheads 

during their boost phase are generally external, taking place in hostile territory, 

while those that operate during the terminal phase are likely to be internal.

We consider defenses that involve sharing threat information with outside 

parties to be external. An example is the Enhanced Security Services (ECS) pro-

gram operated by the Department of Homeland Security (DHS). Under the pro-

gram, DHS shares with commercial service providers indicators of cyber threats. 

The providers, in turn, use this information to better protect their customers.12 

Defenses that involve collecting intelligence from outside sources—say, by 

installing early warning sensors on their networks—are also considered exter-

nal. Most of the effects in the Corefl ood takedown were external. The C2 servers 

themselves were external, and when ISC took them over, they instructed bots in 

outside networks to stop. In contrast, most of the effects in the Georgian case 

were internal. Connections to the drop server were blocked on internal net-

works, and internal machines were cleaned of the malware. However, the case 

also had external effects—for example, the infection of the hacker’s own com-

puter with spyware.

Ethical Issues
In general, most of the ethical issues regarding active defenses concern external 

active defenses. They are discussed in the next section when we distinguish 
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cooperative external defenses from noncooperative ones. However, even inter-

nal defenses can raise ethical issues. For example, inside users might complain 

that their rights to free speech were violated if internal defenses blocked their 

communications with outside parties. In addition, internal defenses do nothing 

to mitigate threats across cyberspace. By not even sharing threat information 

with outsiders, internal defenses expose external networks to continued harm 

that might be avoided if the defenses were applied to them as well. Arguably, at 

least in terms of national cyber defense, a better moral choice would be to help 

mitigate cyber threats more broadly. As discussed in the next section, the federal 

government has taken several steps to promote sharing of threat data, including 

the ECS program.

Returning to the air defense analogy, a missile defense system that only shot 

down missiles headed to military bases would not be as “just” as one that also 

shot down missiles headed to civilian targets such as cities and malls. However, 

it would be unreasonable to expect that missile defense system to protect the 

airspace of other countries, at least absent an agreement to do so.

Degree of Cooperation
The second set of distinctions pertains to the degree of cooperation in an active 

defense. If all effects against a particular network are performed with the knowl-

edge and consent of the network owner, they are said to be cooperative. Otherwise, 

they are classifi ed as noncooperative. For this discussion, we assume that network 

owners are authorized to conduct most defensive operations on their own net-

works, at least as long as they do not violate any laws or contractual agreements 

with their customers or users. Thus, the distinction applies mainly to active 

defenses with external effects.

Using the air defense analogy, a cooperative cyber defense is similar to an air 

defense system that shoots down missiles or hostile aircraft in the airspace of an 

ally that has requested help, and a noncooperative cyber defense is akin to an air 

defense system that shoots them down in the adversary’s own airspace.

Antiviral tools are cooperative defenses. Security vendors distribute new sig-

natures to their customers, but the signatures are installed only with the custom-

ers’ permission. Similarly, sharing blacklists of hostile IP addresses is cooperative. 

In general, any active defense that does nothing more than share threat informa-

tion is cooperative.

Defenses become noncooperative when they involve actions taken against 

external computers without the permission of the user or network owner. In 

the case of Corefl ood, the actions taken against the individual bots were non-

cooperative. Neither the users of those machines nor the owners of the net-

works on which they resided agreed to have the bot code stopped. But neither 

had they agreed to the initial malware infection and subsequent theft of their 

data. Arguably, any user would prefer that the malware be stopped than be 

allowed to continue its harmful actions. Further, even though the action was 

noncooperative, it was deployed under legal authorities, enabled in part by the 

temporary restraining order. Moreover, the actual elimination of the malware 
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from the infected machines was a cooperative action involving the machine 

owners.

Noncooperative defenses include what is sometimes called an attack back, a 

hack back, or a counterstrike. This defense uses hacking or exploit tools directly 

against the source of an attack or gets the attacker to unwittingly install soft-

ware, say, by planting it in a decoy fi le on a computer the attacker has compro-

mised. The goal might be to collect information about the source of the attack, to 

block attack packets, or to neutralize the source. Noncooperative defenses also 

include court- ordered seizures of computers.

Although the Corefl ood takedown did not include any sort of hack back, the 

Georgian case did. In particular, the actions taken to plant spyware on the hack-

er’s computer constituted a noncooperative counterstrike. However, one could 

argue that the hacker would never have acquired the spyware had he not know-

ingly and willfully fi rst infected the computer hosting it and, second, downloaded 

the .ZIP archive containing it. Thus, he was at least complicit in his own infection 

and ultimate outing.

Ethical Issues
As a rule, noncooperative defenses, particularly those involving some sort of 

hack back, raise more ethical and legal issues than cooperative ones. In part, this 

is because most cyber attacks are launched through machines that themselves 

have been attacked, making it hard to know whether the immediate source of 

an attack is itself a victim rather than the actual source of malice. They may be 

hacked servers or bots on a botnet. Thus, any actions taken against the comput-

ers could harm parties who are not directly responsible for the attacks. In addi-

tion, cyber attacks in general violate computer crime statutes, at least when 

conducted by private sector entities.

While the argument can be made that some hack backs should be permissible 

under the law, not everyone agrees, and the topic has been hotly debated.13 The 

Department of Justice has advised victims to refrain from any “attempt to 

access, damage, or impair another system that may appear to be involved in the 

intrusion or attack.” The advice contends that “doing so is likely illegal, under 

U.S. and some foreign laws, and could result in civil and/or criminal liability.”14 

However, government entities—in particular, the military, law enforcement, 

and intelligence agencies—have or can acquire the authorities needed to per-

form actions that might be characterized as hacking under certain prescribed 

conditions.

One might argue that if the government cannot or will not defend private 

organizations from cyber attacks, then these organizations should be able to 

come to their own defense even if that includes hacking back. The problem with 

this argument is that cyber attacks can be stopped without invading the attack-

er’s system—for example, by blocking packets, by removing malware, and by 

fi xing vulnerabilities. For purely defensive purposes, hacking back is not usually 

necessary. While the primary benefi t of hacking back is to identify the attackers 

and then possibly prosecute or neutralize them, there are well- established ethi-
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cal reasons for leaving these actions in the hands of governments and avoiding 

vigilantism.

If we assume that noncooperative defenses are conducted by or jointly with 

government entities with the necessary legal authorities, then the primary con-

cern is that innocent parties may be harmed. Then we can draw on the long tra-

dition of just war theory to determine the conditions under which active cyber 

defenses that pose risks to noncombatants can be ethically justifi ed.

Most just war theorists hold that noncombatant immunity is a key lynchpin to 

all our moral thinking in war.15 Thus, noncombatants are never to be intention-

ally targeted for harm as any part of a justifi ed military action. Traditional just 

war theory does hold, however, that some actions that will foreseeably but unin-

tentionally harm noncombatants may be permissible so long as that harm is 

truly unintentional, is proportionate to the good goal achieved by the act, and is 

not the means itself to achieve the good goal. Grouped together, these principles 

are known as the doctrine of double effect. The doctrine has come under heavy 

scholarly debate, with many critics doubting that its principles can hold true for 

all cases.16 Meanwhile, others have argued that some revised or narrowed ver-

sion of the doctrine can still be defended and applied to war.17 We cannot engage 

this larger debate here, but we assume that at least some narrow version of the 

doctrine of double effect is applicable and, as such, is critical for our moral con-

clusions regarding harm to noncombatants from active cyber defense.

Whether noncombatants’ property can be targeted is another matter. Gener-

ally, noncombatant property is similarly considered immune from direct and 

intentional harm since harming a person’s property also harms that person. 

However, as with physical harm, unintended harm of noncombatant property 

can be permissible in some instances. Moreover, traditional just war theory and 

the laws of armed confl ict can allow for some level of intentional harm to civilian 

property if it is necessary to block a particularly severe enemy military action 

and the civilians in question are later compensated. Thus, the ethical restrictions 

on harm to civilian property are far less strict than for physical harm to civilian 

persons. This is true for unintentional harms of both kinds and can even allow 

for some intentional harm to property when necessary if the stakes are high 

enough and recompense can be made.

In the case of active air defense, systems like Iron Dome are not without risk 

to civilians. If they happen to be under an incoming rocket’s fl ight path when it 

is hit, they could be harmed by fallout from the explosion. However, Israel has 

limited its counterstrikes primarily to rockets aimed at densely populated urban 

areas. In that situation, any fallout is likely to be substantially less harmful than 

the effects produced by the rockets themselves if they are allowed to strike. We 

argue that such a risk imposition can be morally warranted. Note, however, that 

if Iron Dome created large amounts of dangerous and lethal fallout dispropor-

tionate to the lives saved, then its use would not be permissible.

In general, if an air defense system distributes some small risk of harm to 

civilians under an incoming missile’s fl ight path to protect a much larger num-

ber of civilians from even greater harm, then the present conditions make such 
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defense morally permissible. This is precisely what we fi nd in the case of real- 

world air defense systems such as Iron Dome. Further, whether the risk of harm 

is imposed on noncombatants from one’s own state or another state is irrelevant. 

What matters are the moral rights of all noncombatants, including, of course, 

noncombatants on any side of a given confl ict. The point is to minimize collat-

eral harm to all noncombatants.

The same principles should apply to active cyber defense; that is, it should be 

morally permissible for a state to take an action against a cyber threat if the 

unjust harm prevented exceeds and is proportionate to any foreseen harm 

imposed on noncombatants. Indeed, in the cyber domain meeting this demand 

will often be easy because it is frequently possible to effectively shoot down the 

cyber missiles without causing any fallout whatsoever. Instead, packets are sim-

ply deleted or diverted to a log fi le. Nobody is harmed.

In some cases, however, an active defense could have a negative impact on 

innocent parties. To illustrate, suppose that an action to shut down the source of 

an attack has the effect of shutting down an innocent person’s computer that 

had been compromised and used to facilitate the attack. In this case, the action 

might still be morally permissible for two reasons. First, the harm induced might 

be temporary in nature, affecting the computer for a short time until the attack 

is contained. Second, the harm itself might be relatively minor, affecting only 

the noncombatant’s property and not his or her person. While such effects could 

possibly further impede other rights of noncombatants, such as their ability to 

communicate or engage in activity vital to their livelihoods, all these further 

harms would be temporary in nature and could even be compensated for, if 

appropriate, after the fact. This is not to disregard the rights of noncombatants 

and use of their property for furthering other rights in our moral calculus but 

simply recognizes that different kinds and severities of harm result in different 

moral permissions and restrictions.

That the harm itself is likely to be nonphysical is quite signifi cant in our moral 

reasoning conclusions for active cyber defense. If it is permissible in some cases 

to impose the risk of physical harm on noncombatants as part of a necessary and 

proportionate defensive action against an incoming missile (as we argued that it 

could be in the air defense case), then surely there will be cases where it can be 

permissible to impose the risk of temporary harm to the property of noncomba-

tants to defend against an unjust cyber attack. The point here with active cyber 

defense is the kind of harms that would be potentially imposed on noncomba-

tants, in general, is the kind of reduced harms that should make such defensive 

actions permissible.

A caveat, however, is in order. Computers today are used for life- critical func-

tions, such as controlling life support systems in hospitals and operating critical 

infrastructure such as power grids. In a worst- case scenario, an active defense 

that affects such a system might lead to death or signifi cant suffering. These 

risks need to be considered when weighing the ethics of any noncooperative 

action that could affect noncombatants. In general, defensive actions that do not 

disrupt legitimate functions are morally preferable over those that do. If the 
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scope of possible effects cannot be reasonably estimated or foreseen, then the 

action may not be permissible.

In the case of Corefl ood, the takedown affected many noncombatant comput-

ers; however, the effect was simply to stop the bot code from running. No other 

functions were affected, and the infected computer continued to operate nor-

mally. Thus, the operation ran virtually no risk of causing any harm whatsoever, 

let alone serious harm. In the Georgian case, the only harm was to the attacker’s 

own computer, and he brought it on himself by downloading the bait fi les, thus 

making himself liable to intentional defensive harm.

Although the discussion here has focused on noncooperative defenses, it is 

worth noting that while cooperative defenses generally raise fewer issues, they 

are not beyond reproach. For example, suppose that a consortium of network 

owners agrees to block traffi c from an IP address that is the source of legitimate 

traffi c as well as the hostile traffi c they wish to stop. Depending on circum-

stances, a better moral choice might be to block only the hostile traffi c or to 

work with the owner of the offending IP address to take remedial action.

Types of Effects
The third set of distinctions pertains to the effects produced. An active defense 

is called sharing if the effects are to distribute threat information—such as hos-

tile IP addresses or domain names or signatures for malicious packets or soft-

ware—to other parties. Sharing took place in the Corefl ood takedown when the 

FBI provided the IP addresses of compromised machines in the United States to 

their US ISPs and to foreign law enforcement agencies when the machines were 

located outside the United States. Another example of sharing is DHS’s afore-

mentioned ECS program.

An active defense is called collecting if it takes actions to acquire more infor-

mation about the threat, for example, by activating or deploying additional 

sensors or by serving a court order or subpoena against either the source or an 

ISP that is likely to have relevant information. In the Corefl ood takedown, the 

replaced C2 servers were set up to collect the IP addresses of the bots so that 

eventually their owners could be notifi ed. The servers did not, however, acquire 

the contents of the victims’ computers. In the Georgian case, spyware was used 

to activate a webcam and collect information from the attacker’s computer.

An active defense is called blocking if the effects are to deny activity deemed 

hostile—for example, the traffi c from a particular IP address or the execution of 

a particular program. The Corefl ood takedown had the effect of breaking the 

communications channel from the persons who had been operating the botnet 

to the C2 servers controlling it. As a result, they could no longer send commands 

to the bots or download stolen data from the servers. In the Georgian case, con-

nections to the drop servers were blocked to prevent further exfi ltration of 

sensitive data.

Finally, an active defense is called preemptive if the effects are to neutralize 

or eliminate a source used in the attacks. It can be done, for example, by seizing 

the computer of a person initiating the attacks or by taking down the C2 servers 
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for a botnet. In the Corefl ood takedown, the hostile C2 servers were put out of 

commission and the bots neutralized. With further action on the part of the vic-

tims, the malware could also be removed.

Using the air defense analogy, the cyber defense of sharing is similar to a mis-

sile defense system that reports new missile threats to allies so that they can 

shoot them down. The cyber defense of collecting is comparable to a missile 

defense system that installs or activates additional radars or other sensors in 

response to an increased threat level or that sends out sorties to investigate sus-

picious aircraft. The cyber defense of blocking is akin to a missile defense system 

that shoots down incoming missiles or jams their radars and seekers. Finally, the 

cyber defense of preemption is similar to launching an offensive strike against 

the air or ground platform launching the missiles.

Some authors regard retaliation or retribution as a form of active defense. How-

ever, we consider these operations to be offensive in nature, as they serve primar-

ily to harm the source of a past attack rather than mitigate, stop, or preempt a 

current one.

Ethical Issues
All four types of cyber operations raise ethical issues. The act of sharing raises 

issues of privacy and security, particularly if any sensitive information is shared 

along with the threat information—for example, secret or personal data stolen 

by an attacker or embedded within the attack traffi c. The act of collecting also 

raises issues about privacy and security, but in this case they relate to the new 

information that is acquired rather than the dissemination of existing informa-

tion. One might conclude from this discussion that it is better not to share, but 

there are equally compelling ethical reasons for sharing threat information. By 

informing other victims, or potential victims, they can effectively respond to or 

prevent cyber attacks, and by contacting law enforcement personnel, they can 

investigate and prosecute those responsible for the attack, thereby preventing 

further attacks. This ethical dilemma has led to approaches that promote shar-

ing while minimizing the security and privacy risks—for example, by removing 

sensitive and personally identifi able data.

The US government has taken several steps to encourage the sharing of threat 

information. With its ECS program, for instance, the government supplies known 

threat information to the private sector. In early 2015 President Obama issued an 

executive order promoting the formation of private sector information- sharing 

and analysis organizations for information exchange and collaboration within 

the private sector and with the federal government.18 Then, at the end of the 

year, Congress passed legislation designed to encourage businesses to share 

cyber threat information with the government. Although the law requires the 

removal of personally identifi able information, civil liberties groups were not 

satisfi ed with the privacy provisions.19 The Department of Justice has advised 

organizations that have been hit by a cyber attack to notify other potential vic-

tims, law enforcement, and the Department of Homeland Security.20 DHS, in 

turn, may share this information with other potential victims (e.g., through the 
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ECS program) and provide the notifying organization with additional informa-

tion and assistance in mitigating the attack.

The act of collecting could also lead to harm if, for example, the sensors and 

other tools used to collect data on a network have or introduce backdoors or 

vulnerabilities that other parties could exploit. Even the installation of these 

tools could cause harm if, in the process, other components of the network are 

broken. An attempt to install surveillance code in a core router of Syria’s main 

service provider may have taken down Syria’s Internet in 2012.21

The act of blocking communications raises ethical issues relating to free 

speech, loss of commerce, and over- blocking. In a worst- case scenario, traffi c 

might be blocked that is important for operating a life support system or critical 

infrastructure such as power generation and distribution. Likewise, the act of 

preemption raises ethical issues relating to disabling software or systems. Again, 

in a worst- case scenario, shutting down a life support system could cause serious 

harm. Any possible damage would need to be considered when applying any 

noncooperative cyber defense as discussed in the previous section. Concern over 

harm should drive technical and policy efforts to limit the effects of defenses, 

say, by disabling only traffi c and software involved in an attack rather than shut-

ting down all traffi c and complete systems.

In the Corefl ood takedown, it is important to note that the government did 

not attempt to remove the bot code from infected machines. It only neutral-

ized it by issuing the stop command. Part of its reason for not removing the 

code was a concern for unanticipated side effects that might damage an infected 

computer.

Because active cyber defense should not be misconstrued as a form of offense, 

it is worth explaining why the distinction between offensive retaliation versus 

legitimate defensive action is so crucial in the ethical dimensions of killing and 

war. Defensive harm has the lowest ethical barrier to overcome among all possi-

ble justifi able harms. That is, if one is being wrongly attacked, then the moral 

restrictions against using force of some kind to block that wrongful attack are 

(relatively) few. All people have a right not to be harmed unjustly. If one side is 

attempting to harm another unjustly, then the former has made itself morally 

liable to suffer defensive harm as part of an act taken to thwart its unjust act. The 

side being wrongly attacked may permissibly harm its attacker to block or thwart 

the attack against it so long as the defensive action meets two criteria. First, 

infl icting the defensive harm must be necessary to block the unjust attack. If the 

defensive harm in question does nothing to block the liable party’s unjust attack, 

then it is retributive punishment, or something else, but not properly an act of 

defense. Second, the defensive harm must be proportionate to the unjust harm 

to be blocked. If a foreign plane was found conducting reconnaissance over a 

state’s territory without permission during peacetime, then the foreign state 

may have made itself liable to some form of defensive action such as being 

escorted to an airfi eld. However, it would be disproportionate and wrong to 

shoot the plane down or, even worse, to shoot down commercial planes fl ying 

under the foreign state’s fl ag.
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In general, there must be some reasonable correlation and proper “fi t” 

between the extent of defensive response and the degree of liability of the 

offending party.22 In the case of an active cyber defense, if the act is truly a 

defensive effort to block an unjust attack, then so long as it is necessary and 

proportionate, it will usually be ethically permissible. In the Georgian case, the 

government responded to the cyber espionage operation against it with its own 

espionage operation against the hacker. It did not destroy software and data on 

the hacker’s computer.

Degree of Automation
The fi nal set of distinctions pertains to the degree of human involvement. An 

active defense is said to be automatic if no human intervention is required and 

to be manual if key steps require the affi rmative action of humans.

Most anti- malware and intrusion prevention systems have both manual and 

automated components. Humans determine what goes into the signature data-

base, and they install and confi gure the security software, including a range of 

response actions. However, the processes of signature distribution, malicious 

code and packet detection, and initial response are automated.

In the Corefl ood takedown, the execution of the stop commands was fully 

automated through the C2 servers. However, humans played an important role 

in the operational planning and decision- making, the analysis of the botnet code 

and the effects of issuing a stop command, the acquisition of the restraining 

order, and the swapping out of the C2 servers. Thus, the entire operation had 

both manual and automatic aspects. In the Georgian case, much of the investiga-

tion involved manual work, including analyzing the code, determining what the 

hacker was looking for, and setting up the bait with the spyware. But the key 

element in the outing—namely, the operation of the spyware—was automated. 

Once the hacker downloaded the .ZIP archive, the program did the rest.

Applying once again the air defense analogy, an automatic cyber defense is 

similar to a missile defense system that automatically shoots down anything 

meeting the preset criteria for being a hostile aircraft or incoming missile, 

whereas a manual cyber defense would act as Operation Noble Eagle, where 

humans play a critical role both in recognizing and responding to suspicious 

activity in US airspace.

Ethical Issues
In general, on the one hand, manual actions give humans a greater opportunity 

to contextualize their ethical decisions. Rather than confi guring a system to 

always respond in a certain way, humans can take into account the source or 

likely source of a perceived threat, its nature, the broader circumstances, and 

the likely consequences of taking certain actions against it. This is vital to Noble 

Eagle, where most incidents turn out to be nonhostile and lives are at stake. On 

the other hand, given that manual actions take longer to execute than auto-

mated ones, they potentially allow greater damage to incur before the threat is 

mitigated.
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In the cyber domain, where actions can take place instantaneously, automated 

defenses become critical. That is, the speed of some actions in the cyber domain 

are such that a cyber defense must be automated to have any effect against the 

attack. Perhaps for this reason the Defense Department has exempted some 

cyber actions from its recent “man in the loop” legal requirements for auto-

mated weapon systems.23 If a hostile actor has launched an attack to cause a 

power generator to explode, then an automated response that successfully 

blocks the attack without causing unnecessary harm is morally superior to a 

manual one that comes too late.

However, this does not mean that all cyber defenses should be automated. To 

argue that all cyber actions should be exempt from the man- in- the- loop require-

ment would be ethically (and strategically) problematic. The nature of a defense 

and its potential effects—particularly the potential severity of its foreseeable 

harms—must be weighed in any decision to automate. The cyber case is unique 

in that the speed of many cyber attacks necessitates that many defenses be auto-

mated to be effective in any way. But if the effects of automating a given defense 

would lead to too great a risk of impermissible harm, then it should not be done, 

even if this decision essentially nullifi es its effi cacy entirely. Thankfully, given 

the aforementioned reasons regarding the predictable effects that most forms of 

active cyber defense would produce, we fi nd that in many cases their automation 

could be permissible.

Conclusions

Using analogies from air defense, active cyber defense is a rich concept that, when 

properly understood and executed, is neither offensive nor necessarily harmful 

and dangerous. Rather, it can be executed in accordance with the well- established 

ethical principles that govern all forms of defense—namely, principles relating to 

harm, necessity, and proportionality. In many cases, such as with most botnet 

takedowns, active defenses mitigate substantial harm while imposing little or 

none of their own.

While active defenses can be morally justifi ed in many cases, we do not mean 

to imply that they always are. All plausible effects must be considered to deter-

mine what, if any, harms can follow. If harms cannot be estimated or are unnec-

essary or disproportionate to potential benefi ts gained, an active defense cannot 

be morally justifi ed.

In considering active defenses, we have assumed that they would be executed 

under appropriate legal authorities. In particular, they would be conducted by 

authorized government entities or by private companies operating under judi-

cial orders or otherwise within the law. We leave open the question of how far 

companies can go in areas where the law is unclear or untested. While such 

active defenses as sharing attack signatures and hostile IP addresses and domain 

names have raised few legal questions, an active defense that deleted code or 

data on the attacker’s machine would raise more. No doubt, this area will likely 

continue to inspire lively discussions and debates.
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In a formerly top- secret document titled “Instructions for the Expenditure of 

Nuclear Weapons in Accordance with the Presidential Authorization Dated May 

22, 1957,” the US military was notifi ed that “when the urgency of time and cir-

cumstances clearly does not permit a specifi c decision by the President, or other 

person empowered to act in his stead, the Armed Forces of the United States are 

authorized by the President to expend nuclear weapons in the following circum-

stances in conformity with these instructions.”1

The signifi cance of this directive was underlined by the fact that President 

Dwight Eisenhower informed Secretary of Defense Thomas Gates that the presi-

dent himself had written parts of it. Furthermore, Eisenhower told Gates, “I 

cannot overemphasize the need for the utmost discretion and understanding in 

exercising the authority set forth in these documents. Accordingly, I would like 

you to fi nd some way to brief the various Authorizing Commanders on this 

subject to ensure that all are of one mind as to the letter and the spirit of these 

instructions.”2

Eisenhower’s memo shows US national command authority wrestling with 

the thorniest of national security concerns—how to preserve political control 

when evolving technology and threats are pushing for a faster and faster 

response. Today the national command authority is facing similar issues in the 

cyber domain, and policymakers can learn from the efforts of earlier genera-

tions to adapt to the nuclear age. Cyber confl ict does not constitute the same 

kind of civilization- ending threat that global thermonuclear war poses, but it 

may demand changes to the way American leaders manage national security 

affairs that will rival the changes wrought by the advent of nuclear weapons in 

the 1940s. Nuclear weapons, for example, imposed unusually dramatic con-

straints on traditional command- and- control (C2) arrangements; for its part, 

cyber confl ict appears certain to strain these arrangements in new and unpre-

dictable ways.

In this chapter, the authors examine one specifi c parallel, pre- delegation pol-

icy, which grants lower- level commanders the authority to use special weapons 

under carefully prescribed conditions. Three features of nuclear war drove poli-

cymakers to consider and, in some cases, to adopt pre- delegation: the speed with 

PETER FEAVER AND KENNETH GEERS

“When the Urgency of Time 
and Circumstances Clearly 
Does Not Permit . . .”
PRE- DELEGATION IN NUCLEAR 
AND CYBER SCENARIOS
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which a nuclear attack could occur, the surprise that could be achieved, and the 

specialized nature of the technology (that meant only certain cadres could receive 

suffi cient training to be battle competent).

Each of these features has an obvious cyber analogue. In both the nuclear and 

cyber domains, defenders are under a great deal of pressure to act quickly, they 

may be faced with confl ict scenarios no one could have imagined, and they 

require a high level of training and technical expertise. As a result, and in both 

the nuclear and cyber war cases, defenders may need some level of pre- delegated 

authority to act quickly and capably in defense of the nation.

Thus, the “letter and spirit” of Eisenhower’s memorandum is also the topic of 

this chapter as it addresses the possibility that certain national security threat 

scenarios may oblige the national command authority to do something it would 

much prefer not to do—that is, to authorize military action in advance, without 

knowing exactly when and how it will be used.

Nuclear Pre- delegation

Early in the nuclear age, policymakers recognized a trilemma inherent in the 

nuclear revolution.3 The fi rst two horns of the trilemma constituted the 

“always- never dilemma”: political authorities demanded that nuclear weapons 

always be available for use, even under the most extreme conditions (e.g., after 

a surprise attack), while at the same time stipulating that they would never be 

used accidentally or without proper authorization. Many measures designed to 

assure the “always” side of the dilemma posed risks for the “never” side, and 

vice versa. The third horn of the trilemma was that nuclear weapons should 

have the highest level of civilian control, far in excess of what was required for 

conventional military weapons and operations. Here, some measures designed 

to ensure strict civilian control tended to exacerbate the always- never dilemma. 

What happened in practice? In fact, the evolution of the US nuclear C2 system 

refl ected an ongoing set of compromises that balanced myriad risks against 

these three desiderata.

As the Soviet nuclear arsenal grew in size and lethality, the challenges of this 

trilemma became more acute. What if a sudden illness, a natural disaster, or a 

surprise military attack killed or incapacitated the president, and perhaps other 

senior leadership fi gures, before he or she could even begin to manage a war? 

What if tactical commanders received warning of an attack or actually came 

under attack but political authorities delayed in responding? For certain weap-

ons, this could create a “use them or lose them” scenario. What should US nuclear 

commanders do in these dire scenarios, and how could we ensure that they 

would not violate the principles of always, never, and civilian control?

One controversial measure designed to address these concerns was the pre- 

delegation of use authority (hereafter, pre- delegation), in which the president 

spelled out carefully delineated procedures in advance that would authorize 

when and how nuclear weapons could be used by tactical commanders. Of course, 

some form of pre- delegation is as old as warfare itself. As Martin van Creveld 

19029-Perkovich_Understanding.indd   21219029-Perkovich_Understanding.indd   212 8/16/17   8:02 PM8/16/17   8:02 PM

© 2017 Georgetown University Press. All Rights Reserved. This PDF is intended for non-commercial use by individuals. 
For all other types of re-use, please contact Georgetown University Press at gupress@georgetown.edu. 



Pre-delegation in Nuclear and Cyber Scenarios 213

observed, even Stone Age chieftains wrestled with the challenges of command in 

war, and part of their solution likely involved explaining to the other warriors 

what they should do under certain anticipatable circumstances.4 For centuries, 

and before technological advances solved the problem of communicating at 

great distances, ground and especially naval commanders departed on their mis-

sions with orders that spelled out in greater or lesser detail what political 

authorities expected the commanders to do while out of communication range. 

Indeed, some form of pre- delegation is inherent in the president’s function as 

chief executive offi cer; unless the president can delegate certain of his or her 

powers and duties, little in the country would ever get done.5 In 2014 Lt. Gen. 

Dave Deptula, USAF (Ret.), responded to a question on micromanagement in this 

way: “It’s absolutely easy . . . trust your tactical level commanders . . . delegate 

engagement authority to the lowest possible level . . . give engagement authority 

to the people who are closest to the problem and who can observe what’s going 

on.”6 In 2015 a paper from the Naval War College argued that the dynamic and 

rapidly evolving nature of the cyber domain demands that US Cyber Command 

(CYBERCOM) adopt the decentralized C2 doctrine of maneuver warfare to maxi-

mize the effectiveness of military cyberspace operations.7

Faced with the trilemma of always, never, and civilian control, US national 

command authorities updated the familiar tool of pre- delegation to the unfamil-

iar constraints of the nuclear age. It has long been known that between the 

Eisenhower and Gerald Ford administrations, up to seven unifi ed and specifi ed 

commanders, at the three-  and four- star levels, possessed the authority to launch 

nuclear weapons.8 In 1950 Commander in Chief of Strategic Air Command (CINC-

SAC) Gen. Curtis LeMay argued that senior offi cers must be able to act in the 

event Washington were destroyed by a surprise Soviet attack. Later he believed 

that he had gained this de facto authority.9 In 1957 LeMay informed a presiden-

tial commission: “If I see that the Russians are amassing their planes for an 

attack, I’m going to knock the shit out of them before they take off the ground.”10 

His successor, CINCSAC Gen. Thomas Power, informed Congress that he pos-

sessed “conditional authority” to use nuclear weapons. During the 1962 Cuban 

Missile Crisis, Supreme Allied Commander Europe Gen. Lauris Norstad was given 

prior authority to use nuclear weapons if Russia attacked Western Europe.11

The nature and scope of nuclear pre- delegation have been highly classifi ed 

information in the US nuclear establishment, so the public record is murky and 

fi lled with holes. However, since 1998, a number of documents were declassi-

fi ed that have fi lled in some gaps.12 The most dramatic revelation was the 

declassifi cation of new information on “Project Furtherance,” a plan that, 

under certain circumstances, provided for “a full nuclear response against 

both the Soviet Union and China,” specifi cally “in the event the President has 

been killed or cannot be found.”13 In the memo dated October 14, 1968, Presi-

dent Lyndon Johnson’s advisers recommended changes to the existing author-

ities: to allow the response to be tailored either to the Soviet Union or to China, 

to limit the response to a conventional attack at the nonnuclear level, and to 

outline these instructions in two documents rather than one. These revelations 
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indicate that pre- delegation extended well beyond the use of nuclear weapons 

in a defensive role.

In 1976 the United States reportedly planned to revoke some, if not all, of the 

provisions for nuclear pre- delegation that it had established in the 1950s.14 Cur-

rently, it is not publicly known whether any pre- delegation of authority to 

launch nuclear weapons continues to exist and, if so, under what constraints. 

However, based on recently declassifi ed documents, into the 1980s American 

war planners clearly still were addressing the threat of decapitation and the 

diffi culty of maintaining connectivity with national command authorities 

during a nuclear war, and pre- delegation was at least one of the options under 

debate.15

The Pros: Why Nuclear Pre- delegation
The primary benefi t of pre- delegation is that it reliably circumvents the threat 

that an enemy could interdict communications between national command 

authorities and nuclear operators, decapitate the nuclear arsenal, and render it 

impotent. Moreover, pre- delegation accomplishes this while simultaneously 

reinforcing the legal chain of command. The pre- delegated instructions take the 

place of the orders that the national command authority presumably would have 

given in the scenario if it had been possible to do so; thus, pre- delegation makes 

the actions legal.

Pre- delegation is preferable to presidential succession, which transfers all 

presidential authority to subordinate offi cials. The Constitution and the Presiden-

tial Succession Act of 1947 prescribe a cumbersome process of succession from 

the president to the vice president, to the Speaker of the House, to the president 

pro tempore of the Senate, and fi nally to the cabinet offi cers (in the order of when 

the department was established). But a nuclear war could kill many if not all of 

these civilians suddenly or at least render them incommunicado. Given the 

secrecy and complexity of nuclear war planning, it is doubtful that more than a 

handful of these offi cials would be ready to manage a war, especially a nuclear 

war. In short, national security planners have good reason to fear that the consti-

tutional line of succession would move too slowly during an extreme national 

security crisis.

A crisis- oriented alternative to succession is the “devolution” of military com-

mand, in which the president as commander in chief is replaced by the secretary 

of defense, who would be immediately followed by the next highest- ranking 

military offi cer, and so on. However, it is highly likely that any practicable sys-

tem of de facto devolution of command would quickly diverge from the de jure 

line of succession. Furthermore, devolution as a national plan would seem to rest 

on shaky political and legal ground. It is doubtful that US civilian leadership 

would ever agree to cede so much power to the US military automatically, and 

the Supreme Court may not uphold it as constitutional. Finally, devolution of 

command creates the problem of “multiple presidents” if communications links 

with one or more of the offi cials in the chain of command are reconstituted and 

then lost again as a crisis evolved.
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Pre- delegation is on much stronger legal ground and is thus preferable to 

devolution of command. Pre- delegation gives conditional, de facto authority to 

certain trusted commanders while keeping de jure authority with elected civil-

ian leadership. Moreover, pre- delegation allows for fi ne- tuned civilian control 

since the pre- delegated authority can be as restrictive or permissive as desired. 

Thus, pre- delegation appears to reinforce civilian control of nuclear weapons. 

Last, pre- delegation allows the president to reassert command and control if 

communications are restored.

It is not enough, however, to have policies and doctrine aimed at mitigating 

the trilemma. Political authorities must also understand doctrine and actively 

support the policies. Military doctrine without political buy- in cannot be 

 sustained indefi nitely. Over time, gaps will emerge between what political 

leaders think military doctrine is and what military offi cers understand it to 

be. During a crisis, this lack of mutual understanding could lead to response 

failures or other breakdowns in command and control, proving disastrous for 

the nation.

In sum, compared with the alternatives, and provided that political authori-

ties fully comprehend what they are doing, pre- delegation is simple and easy to 

implement. Building hardened command, control, and communications (C3) 

networks to withstand every possible worst- case scenario would be prohibitively 

expensive, even if it were technologically feasible in the fi rst place. Pre- delegation 

offers a ready stopgap for unforeseen circumstances that could defeat C3 net-

works in the United States and is, by comparison, essentially free.

The Cons: Why Not Nuclear Pre- delegation
The pre- delegation of nuclear authority has an age- old Achilles’ heel, human 

nature. For the system to work in the extreme scenarios when it would be 

needed, it couldn’t be stymied by technical measures that physically block its 

use (such as a permissive action link or other coded systems that separate pos-

session from usability16). Pre- delegation was intended as the solution for cases 

in which all communication with political authority would be broken. There-

fore, a military commander possessing pre- delegation authority must also have 

everything that he or she would need to give a legitimate launch order. Logi-

cally, a commander with pre- delegated authority must be able to make an 

unauthorized use look authorized to anyone downstream in the chain of com-

mand. Thus, pre- delegation favors the “always” side of the trilemma at the 

expense of the “never” and the “civilian control” sides. These risks are tolerable 

provided that commanders honor the terms of their pre- delegated authority—

that is, they must operate with complete integrity. Of course, the nuclear estab-

lishment invests extensive resources to ensure such integrity, but this risk is 

not inconsequential.

Pre- delegation seems to imply that de jure political control would give way 

very quickly to de facto military control and that there would be some level of 

automaticity to nuclear retaliation akin to the interlocking mobilizations of World 

War I or to the Soviet Union’s “Dead Hand” system.17 In short, pre- delegation 
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poses a strain on civil- military relations. As personifi ed by General LeMay and 

parodied in Dr. Strangelove, in war as in peacetime, civilian and military leaders 

may have different tendencies. On the one hand, military offi cers may want to use 

nuclear weapons in preemptive or retaliatory action to protect assets, forces, or 

territory, even if the bombs explode over domestic or allied territory. They may 

feel a certain pressure to “use them or lose them.” On the other hand, civilians 

might prefer to absorb tactical military losses for other perceived strategic gains, 

such as to prevent an escalation of the confl ict.

As a concept, pre- delegation is simple, but in practice it must be a highly com-

plex mechanism. For example, how far down the chain of command should 

nuclear authority go? How wide should the latitude be and how specifi c the 

instructions? It is hard to anticipate in advance what would be the preferred 

course of action under scenarios that can only dimly be imagined. In practice, for 

pre- delegation to be effective, prescribed conditionality would have to be bal-

anced with implied fl exibility, yet having too much interpretive latitude with 

nuclear weapons is undesirable. And how public should pre- delegation policy 

be? Revealing some information helps deterrence, but revealing too much gives 

the enemy opportunities to fi gure out how to defeat the system.18 It is worth 

noting that presidential delegations of authority should be published in the Fed-
eral Register, but this never happened with nuclear authorities.19 Finally, how 

should nuclear authority revert to civilian control? In theory, it should happen 

as soon as reliable communication with the president or his or her successor is 

restored, but in practice it would be diffi cult to accomplish during a rapidly 

unfolding crisis.

Theoretically, pre- delegation could apply to both offensive and defensive 

weapons. However, the case for nuclear pre- delegation is much stronger for 

defensive weapons, such as air defense missiles tipped with nuclear warheads. 

Defensive weapons have a very short operational window to be effective, and the 

consequences of an unauthorized defensive use may be less severe than for an 

unauthorized offensive use. Defensive nuclear weapons would explode primarily 

over US and Canadian airspace. By contrast, offensive weapons would detonate 

on enemy territory, greatly increasing pressure to escalate the crisis.

However, even defensive pre- delegation scenarios threatened the territory of 

other states, and this proved to be one of the most sensitive and diffi cult aspects 

of the policy. The declassifi ed record shows that President Eisenhower reluc-

tantly acquiesced to pre- delegation policy; however, he became personally 

involved in the acute political challenge of pre- delegating nuclear activity that 

directly threatened our closest allies. In the declassifi ed notes from a top- secret 

meeting held on June 27, 1958, “The President stressed the weakness of coali-

tions as bearing on this matter [referring to the pre- delegation of authority to 

fi re nuclear air defense weapons]. He recalled that this was largely the secret of 

Napoleon’s success, which was not seen until Clausewitz wrote about it. He 

recalled that Clausewitz had stressed that war is a political act—we must expect 

the civil authorities to seek control.”20
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Cyber Pre- delegation

While the nuclear revolution began with a massive explosion in the New Mex-

ico desert, the cyber revolution has quietly sneaked up on us. The Internet has 

provided innumerable benefi ts to civilization, but a looming downside is that 

we may have grown too dependent on a range of networking technologies 

that are quite vulnerable to attack. Although we are still at the dawn of the 

Internet era, almost every kind of network- connected critical infrastructure 

has been targeted by hackers: air traffi c control, fi nancial sector, elections, 

water, and electricity.21 Over time, this problem may only get worse, as for-

merly closed, custom information technology systems are replaced with less 

expensive commercial technologies that are both easier to use and easier to 

hack.22 National security thinkers rightly worry that militaries, intelligence 

agencies, terrorists, insiders, and even lone hackers will target such systems 

in the future.

Cyber weapons do not pose an immediate, apocalyptic threat on the scale of 

nuclear weapons. For the foreseeable future, the always- never dilemma will not 

apply in the cyber domain quite like it applies in the nuclear domain. Indeed, in 

the nuclear era, apart from the bombs dropped on Hiroshima and Nagasaki, the 

US military always prepared for nuclear war but never fought it. By contrast, the 

US national security establishment (as well as the private sector) is almost always 

under some form of cyber attack even though many victims (and other key 

stakeholders) have scarcely begun to prepare for it. The United States may have 

a low tolerance for the kind of catastrophic cyber attack envisioned in worst- 

case scenarios, but it manifestly has a high tolerance for the low- level cyber 

attacks that its citizens endure every day.

Still, as the infamous Morris worm of 1988 and the more recent Stuxnet com-

puter worm illustrate, there are reasons to worry about the intended and unin-

tended effects of authorized and unauthorized use of cyber weapons.23 And we 

do not know how damaging a cyber attack could be. In mid- February 2016, the 

New York Times reported that Operation Olympic Games (the alleged cyber attack 

on Iran’s nuclear program) may actually have been dwarfed by Nitro Zeus, a 

proposed cyber attack that would have disabled Iran’s air defenses, communica-

tions systems, and crucial parts of its power grid.24 Moreover, cyber has a novel 

dimension that naturally generates concern about political control: the line 

between the military- intelligence and civilian- commercial domains is unclear, 

and activities in one domain will almost certainly seep over into the other, rais-

ing sensitive privacy and civil liberty concerns. As a result, on the notional spec-

trum from bayonets to ballistic missiles, cyber weapons are often considered to 

be closer to the ballistic missile end and, thus, much like nuclear weapons, require 

extraordinary C2 arrangements. After all, even conventional weapons have rules 

of engagement. In the cyber domain, we can expect politicians to act more con-

servatively not least because of uncertainty over impacts on civilian systems and 

challenges of attribution.
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The cyber battlefi eld is new and evolving quickly. Iran may have waited two 

years to retaliate for Stuxnet, eventually hitting targets in three countries: Saudi 

Aramco, Qatari RasGas, and multiple US banks.25 North Korea conducted a pre-

emptive cyber attack against Sony Pictures Entertainment in a vain attempt to 

prevent the release of a satirical Hollywood movie about a Central Intelligence 

Agency (CIA) plot to assassinate North Korean leader Kim Jong- un.26 In such 

cases, the nature and timing of a national response will usually be a complex and 

time- consuming process. In the former case, the Federal Bureau of Investigation 

(FBI) recently indicted seven Iranians; in the latter, President Obama announced 

that the United States would “respond proportionally . . . in a place and time and 

manner that we choose.”27

There are three important analogues between nuclear attacks and cyber attacks: 

malicious code can travel across computer networks at lightning speed, successful 

cyber attacks are often based on novel ideas (the archetype here is the zero- day 

vulnerability plus exploit, which only the attacker knows about), and computer 

security is a complex, highly technical discipline that many decision makers do not 

understand. These three characteristics—speed, surprise, and specialization—may 

force national civilian leadership to give tactical military commanders a pre- 

delegated authority to operate in cyberspace so that they are able to competently 

and successfully defend US computer networks.

Yet the cyber challenge differs from the nuclear one in two key aspects—

attribution and impact. Together, they point to the need for caution in adopting 

the nuclear era “fi x” of pre- delegation. In cyberspace, it is often diffi cult to know 

with certainty who is attacking you, at least until a full- scope investigation is 

complete. This poses a signifi cant obstacle to quick retaliation. There are anal-

ogous concerns in the area of nuclear terrorism, but for most of the Cold War, 

the attribution concern from state- based attacks was a secondary consider-

ation. Ballistic missiles have a return address. In addition, if cyber attacks do 

not pose an existential threat to American society, they also do not pose the 

always- never dilemma. Therefore, it is politically fraught to assume the risks 

inherent in pre- delegation because the benefi ts and requirements are more 

open to debate. Pre- delegation was controversial during the nuclear era, when 

the C2 exigencies made it seem necessary. By contrast, cyber commanders should 

have more diffi culty than their nuclear predecessors did in convincing political 

leaders on the wisdom of pre- delegation.

The Pros: Why Cyber Pre- delegation
First, planning a cyber attack may take months or even years, but once an 

attacker pulls the trigger, electrons move far more quickly than ballistic mis-

siles—at close to the speed of light. In fact, even layered cyber attacks may unfold 

at such a high rate that pre- delegation alone is insuffi cient. For nuclear war, 

pre- delegation was deemed necessary to eliminate cumbersome interactions 

between national command authorities and tactical commanders; however, 

under most scenarios, tactical commanders would likely have enough warning 

to make their own deliberative response. With cyber attacks, the damage is often 
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done before tactical commanders have a chance to collect evidence, evaluate 

data, and prepare a response. The cyber analogue therefore might not be the 

pre- delegated authority to respond but the automated authority to respond. One 

of the primary fears of nuclear pre- delegation was that there would be an auto-

matic response, but with cyber attacks, the minuscule time windows involved 

will make some level of automation inevitable, especially to defend networks, 

and has led to increased discussions regarding the importance of developing 

autonomous systems.28 This should be easy to pre- delegate, as long as the actions 

are defensive in nature. By contrast, an aggressive counterattack may not need 

pre- delegation because the technical challenges would require signifi cant human 

intervention and deliberative planning.

Second, nuclear pre- delegation hedged against surprise attacks and unfore-

seen scenarios. Cyber attacks are also characterized by a high level of surprise. 

Information technology and cyber attacks are evolving at a blinding rate; thus, it 

is impossible to be familiar with every hacker tool and technique. Antivirus com-

panies routinely gather over 100,000 unique samples of malicious code in a day, 

and still many cyber attacks pass undetected.29 The most advanced attacks, 

which exploit so- called zero- day vulnerabilities, epitomize this challenge; such 

attacks are almost impossible to defend because they use a novel attack method 

for which there is no signature. Thus, security experts today are forced to defend 

against broad categories of cyber attacks instead of focusing on individual 

threats because it is hard to say exactly what the next cyber attack will look 

like.30 The wide variety of possible attack vectors means that a cyber C2 system 

that restricted use authority narrowly to the topmost national command author-

ity would likely be impotent, for by the time policymakers had fi gured out what 

was happening, and how they wished to respond, the damage would be done. 

Indeed, the attack may have migrated to new and unanticipated forms, always 

leaving policymakers several steps behind. Of course, the near- inevitability of 

surprise could mean that policymakers will be hard pressed to develop the care-

fully prescribed pre- delegation conditions of the nuclear era. Therefore, pre- 

delegation in the cyber domain may need to be more permissive and fl exible 

than what was likely adopted for nuclear C2 purposes.

Third, like nuclear war, cyber war involves highly technical considerations 

that even dedicated policymakers are unlikely to master. The cyber sophistica-

tion of political leaders can improve with their participation in cyber exercises 

and their deeper familiarization with the cyber C2 system. But the rapid evolu-

tion of information technology makes it challenging even for technical profes-

sionals to keep pace, so there will likely always be a gulf in understanding 

between the operators and policymakers. Whereas an inability to understand 

the fi ner points of aerodynamics may not limit the quality of political guidance 

regarding air strikes, confusion over the nature of computer hacking could 

materially degrade decision- making on cyber responses. In a 2010 Black Hat con-

ference keynote address, former CIA director Michael Hayden stated that con-

ventional operations such as air strikes are discrete events that can be easier 

than cyber attacks for decision makers to manage. The president, he argued, 
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could choose to bomb a factory at any time, but sophisticated cyber attacks take 

months, if not years, of painstaking, multifaceted technical subversion. Cyber 

pre- delegation, which would allow policymakers to develop guidance focused 

on desired outcomes in a deliberate manner and well before a crisis, may be the 

best way for political authorities to get what they want and not merely what 

they ask for.

Above and beyond these factors, national security decision makers around 

the world cannot ignore the offi cial statements of other governments. The US 

military claims to employ “integrated electronic warfare, information and 

cyberspace operations as authorized, or directed, to ensure freedom of action in 

and through cyberspace and the information environment, and to deny the 

same to our adversaries.”31 The Israeli military claims it uses cyber attacks 

“relentlessly” to thwart the enemy “at all fronts and in every kind of confl ict,” 

and in peacetime it uses them to maintain Israel’s qualitative military advan-

tage over its enemies, including by infl uencing “public opinion.”32 The French 

Ministry of Defense has written that all modern military operations have a 

“cyber component” similar to “earth, sea, air, and space,” and that the “strate-

gic” nature of cyberspace means that operations there fall under the “highest 

level” of decision- making in Paris.33 In Russia Vladimir Putin stated that “infor-

mation attacks” are being used to achieve political and military goals and that 

their impact can be “higher” than that of conventional weapons. Anatoly Tsyga-

nok, the director of the Center for Military Forecasting and a lecturer at Moscow 

State University’s Global Policy Department, opined that cyber attacks are now 

“second in importance only to nuclear arms.”34 Given the prevalence of such 

high- level rhetoric, skeptics may have a point when they say the threat of cyber 

war is sometimes overstated, but they are living in denial if they say the threat 

simply does not exist.

The Cons: Why Not Cyber Pre- delegation
Cyber pre- delegation involves many of the same risks that policymakers wrestled 

with in the nuclear era. Pre- delegation would require trusting the cyber opera-

tors with decisions that political leaders might prefer to retain for themselves. 

With cyber weapons, the level to which authority would need to be delegated 

should be even lower in the chain of command than was needed for nuclear pre- 

delegation. The complexity and uncertainty of cyber mean that pre- delegation 

procedures could be especially fraught; specifying in advance the conditions 

under which certain actions would be taken might be very cumbersome. More-

over, the cyber- nuclear analogy breaks down in two ways that cut against the 

desirability of pre- delegation.

First, the attribution problem is much more acute in the cyber domain than in 

the Cold War nuclear domain. The most vexing challenge for cyber defense today 

is that of the anonymous hacker. Attackers hide within the international, maze- 

like architecture of the Internet, leaving a tenuous trail of evidence that often 

runs through countries with which a victim’s government has poor diplomatic 

relations or no law enforcement cooperation. Most cyber investigations end at a 
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hacked, abandoned computer, after which the trail goes cold. Moonlight Maze, a 

multiyear investigation to fi nd a hacker group that had successfully stolen US 

technical research, encryption techniques, and war- planning data, discovered 

“disturbingly few clues” about its true origin.35

Vint Cerf, one of the Internet’s inventors, has acknowledged that security 

was not an important consideration in the Internet’s original design. If given 

the chance to start over, he maintains, “I would have put a much stronger focus 

on authenticity or authentication.”36 From a technical perspective, solving the 

attribution problem is theoretically possible. For example, the language of com-

puter networks is now shifting from Internet Protocol version 4 (IPv4) to IPv6, 

which will raise the number of computer addresses from 4 billion to—for all 

practical purposes—infi nity. Everyone and everything on planet Earth could be 

tagged and traced with a permanently associated number. IPv6 also supports 

(but does not require) Internet Protocol Security, which can be used to authen-

ticate Internet traffi c. For example, in 2006, this future capability allowed the 

Internet Society of China chairwoman Hu Qiheng to announce that “there is 

now anonymity for criminals on the Internet in China. . . . With the China Next 

Generation Internet project, we will give everyone a unique identity on the 

Internet.”37

However, the future of cyber attribution, even in a next- generation network 

environment, is far from certain. Technologies such as IPv6 may be used to mit-

igate the threat of anonymous cyber attacks, but human rights groups fear that 

governments will use this new capability to quash political dissent by reducing 

online privacy. In 2012 the South Korean Constitutional Court overturned a fi ve- 

year- old law that required citizens to use their real names while surfi ng the Web. 

Stating that the rule amounted to “prior censorship,” which violated privacy, it 

also found the rule was technically diffi cult to enforce and generally ineffec-

tive.38 Although it is possible to redress some of the Internet’s current technical 

shortcomings, connectivity will likely continue to outdistance security for many 

years to come. Progress in attribution will be incremental and involve a slow 

harmonization of national cybercrime laws, improved cyber defense methods, 

and a greater political will to share evidence and intelligence.

For the time being, however, the attribution problem would often limit cyber 

pre- delegation to a defensive role. In the absence of reliable intelligence regard-

ing a hacker’s true identity, deterring, prosecuting, or retaliating against any-

one is diffi cult. For example, in 2008 the US military experienced its “most 

serious” cyber attack ever when malicious code was discovered on US Central 

Command’s unclassifi ed, classifi ed, and C2 systems.39 The attack was presumed 

to be directed by a foreign intelligence agency, perhaps in Russia, but the true 

culprit could not be determined with precision.40 However, the Pentagon was 

forced to undertake a large- scale response to the attack, code- named Operation 

Buckshot Yankee. Because the initial attack vector had been the insertion of a 

removable USB fl ash drive into a US military laptop in the Middle East, the Pen-

tagon decided to issue a blanket prohibition on the use of fl ash drives through-

out the world.41
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The second way in which the nuclear analogy breaks down concerns impact. 

Nuclear pre- delegation involved extreme scenarios that were unlikely—and, 

indeed, never came to pass—and yet whose consequences were so daunting that 

political leaders saw pre- delegation as an acceptable hedge. Cyber attacks, in the 

extreme, could reach catastrophic levels but likely not levels contemplated at 

the middle range, let alone the extreme range, that were envisioned in global 

thermonuclear war. Some real- world examples have been alarming, but many 

credible national security thinkers are still skeptical of the risk posed by cyber 

warfare.42 The effects of cyber attacks are often transient and may even some-

times be quickly reversed. Cyber operations typically do not move (like elec-

trons) at light speed but at human speed, with numerous steps in a cyber “kill 

chain” that can be spotted and countered by defenders at numerous points in its 

life cycle. These aspects of cyber attacks should give victims more fl exibility in 

decision- making relative to mitigation and response. Cyber would involve sce-

narios that are comparatively more likely—indeed, may already have hap-

pened—yet their consequences are not (yet) seen as so daunting that we should 

run the risks of pre- delegation.

Furthermore, some of the consequences of cyber pre- delegation might be 

readily felt, or at least perceived, in the civilian and political worlds through a 

loss of privacy and the politically sensitive blurring of civilian- military divides. 

Properly circumscribing any pre- delegated cyber authority would require com-

mon agreement on the likely threats, but cyber risk analysis and damage assess-

ments are notoriously diffi cult and time- consuming endeavors. One 2013 think 

tank report concluded: “At present, neither the procedures nor the tools are 

suffi ciently robust to merit a delegation of offensive cyber authorities beyond 

the very limited ways in which they have been utilized thus far. But a reasonable 

determination of whether the potential operational benefi ts outweigh the real 

and legitimate potential costs . . . necessitates further capability development, 

albeit in a very controlled context.”43

At this stage in the evolution of cyber warfare, there are many more questions 

than answers, including national perceptions of what constitutes cyber attack, 

defense, and escalation. Cyber espionage and cyber attack, for example, have an 

odd relationship; the former is required to achieve the latter, but in fact, the 

latter may never actually take place. The victim, however, must take cyber espi-

onage, especially if it occurs at a sensitive military location, as a precursor to 

cyber war. Many organizations today do not even have a good map of their own 

network infrastructure, let alone confi dence in their network security. To date, 

still no legislation is in place that requires US commercial enterprises to employ 

best practices in cyber defense. Moreover, in stark contrast to a nuclear explo-

sion, some major cyber attacks go absolutely unnoticed by the public and with 

only the direct participants being witting.44 For example, according to the 

reporters who broke the story, the public was never supposed to know about 

Stuxnet, and it could be that a simple misconfi guration in some of the attack 

code betrayed the existence of Operation Olympic Games.45
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If and when a real cyber war takes place, the attacker’s identity should be 

clear because there will be other, circumstantial evidence.46 However, the 

often intangible nature of most cyber attacks is likely to make cyber pre- 

delegation diffi cult for national security decision makers to approve. And if the 

odds of a catastrophic cyber attack are low, the consequences perceived to be 

manageable, and the national command authority assumed to be available to 

manage a cyber crisis, then the political stars may simply not align for cyber 

pre- delegation.

The Cyber Pre- delegation Sweet Spot?

No analogy works in all respects, but nuclear pre- delegation holds at least one 

clear lesson for cyber confl ict: if cyber commanders do receive pre- delegation 

authority, it will likely be for defensive rather than offensive operations. In fact, 

defensive pre- delegation may be all that is needed and may even be more than is 

necessary to confront many cyber threats.

In stark contrast to a nuclear attack, most cyber attacks can be stopped—at 

least in a tactical sense—with purely defensive measures. There is no immediate 

need to know who the perpetrators are, where they are located, or what their 

true intention is. The urgency stems from a need to locate, isolate, and neutralize 

the malicious code as quickly as possible. Furthermore, blocking malicious data is 

far easier than shooting down a ballistic missile. In this light, cyber pre- delegation 

may not even be necessary because system administrators already have the 

authority and capability to protect their networks from what has become an 

incessant barrage of malware.

Some cyber threats, such as botnets, pose more complicated challenges and 

may require cyber defenders to go “outside the wire.” Botnet mitigation can 

even entail the shutdown or hostile takeover of the botnet C2 server(s). But this 

type of intricate cyber operation, which normally involves the collection of evi-

dence and acquisition of court orders, is unlikely to occur in real time. To some 

degree, this seems to obviate the need for cyber pre- delegation. For example, the 

celebrated Corefl ood takedown in 2011 required both Department of Justice user 

notifi cation and FBI user authorization before the federal government could 

remove malware from any infected computer.47

Still, there may be scenarios in which cyber commanders desire offensive or 

counterstrike options and in which there is simply no time to consult with a 

traditional chain of command. One could imagine that a fl eeting window of 

opportunity would close during which crucial cyber evidence and intelligence 

could be gained. Here, cyber pre- delegation might be useful, but its parameters 

must be governed by the existing laws of war. For example, just as US forces in 

Afghanistan are authorized to return fi re and even to pursue adversaries outside 

the boundaries of a military base, logically cyber pre- delegation should refl ect 

these same principles. One limitation could be that, in hot pursuit, the counter-

strike (or perhaps even a preemptive attack) could not deny, disrupt, degrade, or 
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destroy adversary data or computer resources except when there is no other 

way to stop a grievous cyber attack on the United States.

Tactical cyber commanders are likely to have rules of engagement that are 

much more liberal than those given to nuclear commanders, because cyber 

attacks are simply not as dangerous as nuclear attacks. If malicious code is found 

already installed on a compromised US government computer, defensive actions 

may be straightforward, as in Operation Buckshot Yankee. If a cyber attack ema-

nates from the US private sector, the FBI and Department of Homeland Security 

could take the lead with technical support from the National Security Agency and 

CYBERCOM if necessary.48 When a cyber attack on the United States emanates 

from a foreign network, it is preferable to contact that nation’s law enforcement 

and system administration personnel to help stop it. However, there will be occa-

sions when foreign cooperation is not forthcoming or when there is no time for 

consultation before irreparable harm would be done to the United States. In this 

case, pre- delegation might authorize a preemptive strike or a counterattack 

against the offending computer or computers.

Due to the attribution problem, this pre- delegation policy should recognize 

that US computer networks must be protected even when the assailant is 

unknown. Positive cyber attribution should be required for signifi cant retalia-

tion, but simple, defensive blocking actions against an ongoing cyber attack 

should be permissible. As noted, ballistic missiles have a return address, but we 

may never know the true source of some cyber attacks, as we may be successfully 

deceived by a false fl ag operation. However, even without knowing the true iden-

tity of an attacker, CYBERCOM may still be able to target the proximate source of 

the attack according to the laws of war (e.g., with discretion, proportionality, and 

so on).49 For some forms of cyber attack, such as a denial of service, the easiest and 

most passive form of defense is to use black holes, or silently discard the malicious 

traffi c somewhere on the Internet, before it reaches its target.50 For the most seri-

ous forms of cyber attack, such as a malicious manipulation of US critical infra-

structure, CYBERCOM may be able to conduct a pinpoint cyber strike to terminate 

the malicious process(es) active on the attacking computer while leaving the 

other processes intact (if they are presumed to be legitimate).

If neither of these options is possible, the attacking computer may be com-

pletely shut down via cyber attack or, in extreme cases, a kinetic attack. This 

alternative is not ideal, because the attacking computer may have other legiti-

mate processes or functions that could be associated with the national critical 

infrastructure of another country. Just as soldiers sometimes fi re from within 

hospitals and operate against the laws of war, cyber attackers can also launch 

attacks from Internet servers that are related to public health and safety. Here, 

CYBERCOM would have to calculate risk versus reward and still minimize any 

collateral damage to the extent possible. Any pre- delegated cyber response 

should be conducted in legitimate self- defense and supported by as much public 

transparency as security and intelligence constraints allow. During the opera-

tion, CYBERCOM could notify the targeted computer’s system administrator and 

national law enforcement of its actions and the rationale. In 2013 the United 
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States and Russia created a White House–Kremlin direct communications line 

between the US cybersecurity coordinator and the Russian deputy secretary of 

the Security Council to help manage potential crises stemming from future cyber 

attacks.51

Conclusion

The history of nuclear pre- delegation offers helpful insight into whether and 

how nation- states should grant pre- delegation in the cyber domain. In the 

United States, nuclear pre- delegation was an easy- to- implement work-around 

that seemed to avoid the potential pitfalls of presidential succession and com-

mand devolution. In a similar fashion, cyber pre- delegation may help national 

cyber commands defend critical infrastructure in the new and fast- evolving 

domain of cyberspace, which, like the nuclear domain, presents vexing chal-

lenges to reliable command and control.

Nuclear attacks and cyber attacks have several similarities, including speed, 

surprise, and specialization. Together, these characteristics could make some 

level of cyber pre- delegation inevitable. However, important differences between 

nuclear and cyber include impact and attribution, both of which national secu-

rity leadership must consider before granting any level of cyber pre- delegation.

Unlike a nuclear holocaust, cyber attacks do not pose an apocalyptic threat to 

the United States, at least not yet. Therefore, they neither pose the always- never 

dilemma nor demand pre- delegation. Although attackers have a considerable 

tactical advantage on the cyber battlefi eld, it is not clear that they possess a 

strategic advantage. One recent study on the war in Ukraine suggested that 

while every facet of the crisis has been affected by cyber attacks, the cyber 

dimension of the confl ict has nonetheless not played a critical role in the war.52 

When the element of surprise is gone, and especially if positive attribution is 

made, traditional political, military, and diplomatic might should determine the 

victor in a real- world confl ict, a fact that already provides some degree of cyber 

attack deterrence.

The tactical advantages that hackers enjoy, however, must be addressed, and 

a national dialogue on cyber pre- delegation could be the right opportunity. The 

Internet is worth protecting as it offers a higher level of effi ciency, transparency, 

accountability, and responsibility in government, civil society, and the market-

place. Therefore, the public should support a national effort to give cyber 

defenders clear rules of engagement that, in turn, would notify malicious actors 

(and cyber defenders) of red lines they may not cross. Finally, if some level of 

cyber pre- delegation already exists, it should be possible to make this policy 

more transparent while at the same time boosting deterrence.53

As with nuclear pre- delegation, a stronger case can be made for using defen-

sive cyber weapons, especially if their impact is limited to domestic networks. 

However, we now know that pre- delegation during the Cold War extended 

beyond the use of nuclear weapons in a defensive role. It is even more likely that 

this would happen with cyber weapons, given their less destructive nature.

19029-Perkovich_Understanding.indd   22519029-Perkovich_Understanding.indd   225 8/16/17   8:02 PM8/16/17   8:02 PM

© 2017 Georgetown University Press. All Rights Reserved. This PDF is intended for non-commercial use by individuals. 
For all other types of re-use, please contact Georgetown University Press at gupress@georgetown.edu. 



226 Feaver and Geers

In the United States, civilian leaders demanded that they retain positive con-

trol over nuclear weapons. In the cyber domain, this will also likely be the case, as 

the public now spends the majority of its time connected to the World Wide Web. 

President Eisenhower understood that any nuclear war might take place over 

allied territory, and he personally took measures to address that risk. The cyber 

analogy is that future military confl icts will be fought on the same terrain that we 

use for banking, email, games, and news, all of which may come under enemy or 

friendly fi re.

Some aspects of nuclear pre- delegation and cyber pre- delegation are similar—

how far down the chain of command to go, how much latitude to give command-

ers for interpretation, and so on—but some characteristics of cyber confl ict are 

unique. Information technology convergence now sends practically all commu-

nications through the same wires, so unintended damage may be diffi cult to 

avoid.54 If any cyber attack, even in self- defense, leads to the disruption of Inter-

net sites related to public health and safety, war crimes charges could follow. 

Finally, information technology is evolving so rapidly that rules for cyber pre- 

delegation granted today may not be valid tomorrow. That said, some aspects of 

modern communications could mitigate the need for pre- delegation altogether. 

For example, President Obama was able to sit and watch in real time the raid on 

Osama bin Laden’s hideout in Abbottabad, Pakistan. While no real- time orders 

were given from the White House (so far as we know), there would have been no 

technological barrier to such activity. Future national decision makers will likely 

want to monitor operations at a similar level of intrusiveness and may choose to 

be more involved than the president was.

In summary, political leaders may be forced to authorize some level of pre- 

delegation to the military to defend national sovereignty in cyberspace, but they 

are also likely to be every bit as skittish about its risks. At a minimum, they will 

want to preserve most of the form and substance of political control.

The US experience wrestling through nuclear pre- delegation questions and 

scenarios during the Cold War can inform its policymakers today. Given the rapid 

proliferation of interest in cyber war, those same lessons learned in the United 

States may shed light on how other states’ leaders are confronting the same chal-

lenges and opportunities. A priority for future research is to compare and con-

trast the US experience and interpretation of that experience with those of other 

relevant international actors.

Notes
Approved for public release; distribution is unlimited. The views expressed in this docu-

ment are those of the authors and do not refl ect the offi cial policy or position of the 

Department of Defense or the US government. An earlier version of this chapter appeared 

in Emily O. Goldman and John Arquilla, eds., Cyber Analogies (Monterey, CA: Naval Post-

graduate School, 2014).

1. “Document 3: Instructions for the Expenditure of Nuclear Weapons in Accordance 

with the Presidential Authorization Dated May 22, 1957,” declassifi ed on April 4, 2001, 

19029-Perkovich_Understanding.indd   22619029-Perkovich_Understanding.indd   226 8/16/17   8:02 PM8/16/17   8:02 PM

© 2017 Georgetown University Press. All Rights Reserved. This PDF is intended for non-commercial use by individuals. 
For all other types of re-use, please contact Georgetown University Press at gupress@georgetown.edu. 



Pre-delegation in Nuclear and Cyber Scenarios 227

and available at the National Security Archive, Gelman Library, George Washington Uni-

versity, Washington, DC (hereafter National Security Archive), http://nsarchive.gwu

.edu/NSAEBB/NSAEBB45/doc3.pdf.

2. Letter from President Dwight Eisenhower to Deputy Secretary of Defense Thomas 

Gates, November 2, 1959, declassifi ed on January 18, 2000, National Security Archive, 

http://nsarchive.gwu.edu/NSAEBB/NSAEBB45/doc2.pdf.

3. Peter Feaver, Guarding the Guardians: Civilian Control of Nuclear Weapons in the United 
States (Ithaca: Cornell University Press, 1992).

4. Martin van Creveld, Command in War (Cambridge, MA: Harvard University Press, 

1985).

5. This authority is spelled out in 3 U.S.C. § 301.

6. Lt. Gen. Russell Handy et al., “C2 Battle Management,” Panel at AFA—Air & Space 

Conference and Technology Exposition, Washington, DC, September 15, 2014.

7. Maj. Wilson McGraw, USMC, Beyond Mission Command: Maneuver Warfare for Cyber 
Command and Control (Newport, RI: Naval War College Press, 2015).

8. Paul Bracken, The Command and Control of Nuclear Forces (New Haven, CT: Yale 

University Press, 1983). See also Scott Sagan, Moving Targets: Nuclear Strategy and National 
Security (Princeton: Princeton University Press, 1989); and Bruce Blair, Strategic Com-
mand and Control: Redefi ning the Nuclear Threat (Washington, DC: Brookings Institution 

Press, 1985).

9. Feaver, Guarding the Guardians.

10. Fred Kaplan, The Wizards of Armageddon (New York: Simon & Schuster, 1983).

11. Feaver, Guarding the Guardians.

12. The fi rst tranche of sixteen documents was declassifi ed and published in 1998 and 

summarized here: “First Documented Evidence that U.S. Presidents Predelegated Nuclear 

Weapons Release Authority to the Military,” March 20, 1998, National Security Archive, 

http://www.gwu.edu/~nsarchiv/news/19980319.htm. The original declassifi ed documents 

are available here: “Documents on Predelegation of Authority for Nuclear Weapons Use,” 

National Security Archive, http://www.gwu.edu/~nsarchiv/news/predelegation/predel

.htm. See also Christopher Bright, “Cold War Air Defense Relied on Widespread Dispersal 

of Nuclear Weapons, Documents Show,” November 16, 2010, National Security Archive, 

http://www.gwu.edu/~nsarchiv/nukevault/ebb332/index.htm. For a good summary of 

more recently declassifi ed documents, see William Burr, ed., “U.S. Had Plans for ‘Full 

Nuclear Response’ in Event President Killed or Disappeared in an Attack on the United 

States,” December 12, 2012, National Security Archive, http://www.gwu.edu/~nsarchiv

/nukevault/ebb406/. See also Marc Trachtenberg, David Rosenberg, and Stephen Van 

Evera, “An Interview with Carl Kaysen,” MIT Security Studies Program, 1986, http://web

.mit.edu/SSP/publications/working_papers/Kaysen%20working%20paper.pdf.

13. “Notes of the President’s Meeting,” October 14, 1968, declassifi ed, and available at 

the National Security Archive, http://www.gwu.edu/~nsarchiv/nukevault/ebb406/docs

/Doc%205A%20Furtherance%20document%20Oct%201968.pdf.

14. Feaver, Guarding the Guardians.

15. As a 1978 Defense Science Board study put it, if the attack came while the president 

was in Washington, DC, then “it would be possible . . . for the President either to command 

the forces until the attack hit Washington and he was killed or to try to escape and survive, 

but not both.” Quoted in Joint Secretariat, “A Historical Study of Strategic Connectivity, 

1950–1981,” Joint Chiefs of Staff (Historical Division), July 1982, declassifi ed September 21, 

2012, and available at the National Security Archive, http://www.gwu.edu/~nsarchiv

/nukevault/ebb403/docs/Doc%201%20- %20connectivity%20study%201982.pdf.

19029-Perkovich_Understanding.indd   22719029-Perkovich_Understanding.indd   227 8/16/17   8:02 PM8/16/17   8:02 PM

© 2017 Georgetown University Press. All Rights Reserved. This PDF is intended for non-commercial use by individuals. 
For all other types of re-use, please contact Georgetown University Press at gupress@georgetown.edu. 



228 Feaver and Geers

16. A permissive action link is a security device for nuclear weapons, whose purpose 

is to prevent unauthorized arming or detonation of the nuclear weapon.

17. Keir Lieber argues that the new historiography on World War I casts doubt on the 

“automaticity” of the mobilization plans. On the Soviet’s Dead Hand system, which pro-

vided for a nuclear response if the system detected physical signs of a nuclear strike, see 

Keir Lieber, “The New History of World War I and What It Means for International Rela-

tions Theory,” International Security 32, no. 2 (Fall 2007); and David Hoffman, The Dead Hand: 
The Untold Story of the Cold War Arms Race and Its Dangerous Legacy (New York: Random 

House, 2014).

18. The British resolved this public- private question with a “Letter of Last Resort,” a 

handwritten note from the prime minister to a submarine commander that was nor-

mally kept locked in a safe and presumably never read (and then destroyed upon com-

pletion of a tour). It provided instructions for what to do in the event of a nuclear war. 

See Ron Rosenbaum, “The Letter of Last Resort,” Slate, January 9, 2009.

19. Feaver, Guarding the Guardians.

20. Gen. Andrew J. Goodpaster, “Memorandum of Conference with the President, June 

27, 1958—11:05 AM,” June 30, 1958, declassifi ed on April 4, 2001, available at the National 

Security Archive, http://nsarchive.gwu.edu/NSAEBB/NSAEBB45/doc1.pdf.

21. See Siobhan Gorman, “FAA’s Air- Traffi c Networks Breached by Hackers,” Wall 
Street Journal, May 7, 2009. Regarding the fi nancial sector, after the Dow Jones surpris-

ingly plunged almost a thousand points, White House adviser John Brennan stated that 

offi cials had considered but found no evidence of a malicious cyber attack. For issues 

with elections, see Daniel Wagner, “White House Sees No Cyber Attack on Wall Street,” 

Associated Press, May 9, 2010. In 2007 California held a hearing on the security of its 

touch- screen voting machines, in which a Red Team leader testifi ed that the voting sys-

tem was vulnerable to attack. See R. Orr, “Computer Voting Machines on Trial,” Knight 
Ridder Tribune Business News, August 2, 2007. In 2006 the Sandia National Laboratories’ Red 

Team conducted a network vulnerability assessment of US water distribution plants. See 

Chris Preimesberger, “Plugging Holes,” eWeek 23, no. 35 (2006): 22. Regarding electricity, 

Department of Homeland Security offi cials briefed CNN that Idaho National Laboratory 

researchers had hacked into a replica of a power plant’s control system and changed the 

operating cycle of a generator, causing it to self- destruct. See Evan Perez, “US Offi cial 

Blames Russia for Power Grid Attack in Ukraine,” CNN, February 11, 2016.

22. Preimesberger, “Plugging Holes.”

23. William Broad, John Markoff, and David Sanger, “Israeli Test on Worm Called 

Crucial in Iran Nuclear Delay,” New York Times, January 15, 2011.

24. David Sanger and Mark Mazzetti, “US Had Cyberattack Plan if Iran Nuclear Dispute 

Led to Confl ict,” New York Times, February 16, 2016.

25. Nicole Perlroth, “In Cyberattack on Saudi Firm, US Sees Iran Firing Back,” New 
York Times, October 23, 2012.

26. David Sanger and Martin Facklerjan, “NSA Breached North Korean Networks 

before Sony Attack, Offi cials Say,” New York Times, January 18, 2015.

27. FBI, “International Cyber Crime: Iranians Charged with Hacking U.S. Financial Sec-

tor,” FBI.gov, March 24, 2016, https://www.fbi.gov/news/stories/2016/march/iranians

- charged- with- hacking- us- fi nancial- sector; and Steve Holland and Matt Spetalnick, “Obama 

Vows US Response to North Korea over Sony Cyber Attack,” Reuters, December 19, 2014.

28. Offi ce of the Chief Scientist, “Autonomous Horizons: System Autonomy in the Air 

Force—a Path to the Future,” vol. 1, “Human- Autonomy Teaming,” AF/ST TR 15- 01 (Wash-

ington, DC: US Air Force, June 2015).

19029-Perkovich_Understanding.indd   22819029-Perkovich_Understanding.indd   228 8/16/17   8:02 PM8/16/17   8:02 PM

© 2017 Georgetown University Press. All Rights Reserved. This PDF is intended for non-commercial use by individuals. 
For all other types of re-use, please contact Georgetown University Press at gupress@georgetown.edu. 



Pre-delegation in Nuclear and Cyber Scenarios 229

29. Author interview with Mikko Hyppönen, chief research offi cer for F- Secure, 

November 11, 2011.

30. For example, there are myriad types of SQL injection, which can be impossible to 

predict individually and are best defended conceptually.

31. US Army Cyber Command, “Our Mission,” April 26, 2016, http://arcyber.army

.mil/.

32. Rotem Pesso, “IDF in Cyber Space: Intelligence Gathering and Clandestine Opera-

tions,” Israel Defense Forces, June 3, 2012, http://www.idf.il/1283- 16122- en/Dover.aspx.

33. Ministère de la Défense de France, “La cyberdéfense,” January 19, 2015, http://

www.defense.gov.fr/portail- defense/enjeux2/cyberdefense/la- cyberdefense.

34. Anastasia Petrova, “Russia to Get Cyber Troops,” Vzglyad, July 16, 2013.

35. James Adams, “Virtual Defense,” Foreign Affairs 80, no. 3 (May/June 2001).

36. Joseph Menn, “Founding Father Wants Secure ‘Internet 2,’ ” Financial Times, Octo-

ber 11, 2011, http://www.ft.com/cms/s/2/9b28f1ec- eaa9- 11e0- aeca- 00144feab49a.html

#axzz42YZ8qj2L.

37. Thomas Crampton, “Innovation May Lower Net Users’ Privacy,” New York Times, 

March 19, 2006.

38. Evan Ramstad, “South Korea Court Knocks Down Online Real- Name Rule,” Wall 
Street Journal, August 24, 2012.

39. William Lynn, “Defending a New Domain: The Pentagon’s New Cyberstrategy,” 

Foreign Affairs 89, no. 5 (Fall 2010).

40. Noah Shachtman, “Insiders Doubt 2008 Pentagon Hack Was Foreign Spy Attack 

(Updated),” Wired, August 25, 2010.

41. Ellen Nakashima, “Defense Offi cial Discloses Cyberattack,” Washington Post, August 

25, 2010.

42. Persuasive skeptics include Cambridge University professor Ross Anderson, former 

hacker Kevin Poulsen, author Evgeny Morozov, cryptographer Bruce Schneier, Professor 

Thomas Rid, and even the man who wrote “Cyber War Is Coming” in 1993, Naval Postgrad-

uate School professor John Arquilla.

43. Maren Leed, Offensive Cyber Capabilities at the Operational Level: The Way Ahead (Wash-

ington, DC: Center for Strategic and International Studies and Georgia Tech Research Insti-

tute, 2013).

44. Martin Libicki, Sub Rosa Cyber War (Amsterdam: IOS Press, 2009).

45. David Sanger and Mark Mazzetti, “US Had Cyberattack Plan if Iran Nuclear Dispute 

Led to Confl ict,” New York Times, February 16, 2016.

46. This was the case in Estonia in 2007, for example, when even chocolate shipments 

to Russia were canceled.

47. Greg Keizer, “Feds to Remotely Uninstall Corefl ood Bot from Some PCs,” Computer 
World, April 27, 2011.

48. The private sector organization may not be ultimately responsible for the attack; 

rather, a hacker may be using a compromised computer in the organization’s network 

from which to launch the operation.

49. Michael Schmitt, Tallinn Manual on the International Law Applicable to Cyber Warfare 

(Cambridge: Cambridge University Press, 2013).

50. Denial of service is an attempt to make a computer or network resource unavail-

able to its intended users, usually by sending it so much bogus traffi c that it cannot 

respond to legitimate requests. For many networks, setting up a black hole can be done 

easily enough with a confi guration change at an organization’s external router, dispos-

ing of the unwanted network traffi c.

19029-Perkovich_Understanding.indd   22919029-Perkovich_Understanding.indd   229 8/16/17   8:02 PM8/16/17   8:02 PM

© 2017 Georgetown University Press. All Rights Reserved. This PDF is intended for non-commercial use by individuals. 
For all other types of re-use, please contact Georgetown University Press at gupress@georgetown.edu. 



230 Feaver and Geers

51. Offi ce of the Press Secretary, “Fact Sheet: U.S.- Russian Cooperation on Informa-

tion and Communications Technology Security,” White House, June 17, 2013.

52. Nation- state cyber espionage may be an exception to this rule. By 1999 the US 

Energy Department had determined that cyber attacks from abroad, particularly from 

China, posed an “acute” intelligence threat to US nuclear weapons laboratories. See Jeff 

Gerth and James Risen, “1998 Report Told of Lab Breaches and China Threat,” New York 
Times, May 2, 1999. As stated earlier, all things nuclear may have a strategic character. See 

also Kenneth Geers, Cyber War in Perspective: Russian Aggression against Ukraine (Tallinn, 

Estonia: NATO Cooperative Cyber Defence Centre of Excellence, 2015).

53. Here is one existing US patent that specifi cally references pre- delegation: Craig 

Cassidy and Christopher Coriale, “Pre- Delegation of Defi ned User Roles for Guiding 

User in Incident Response,” US Patent 20150242625 A1, fi led February 24, 2015, issued 

August 27, 2015.

54. Ross Dawson, “The Flow Economy: Opportunities and Risks in the New Conver-

gence,” in Living Networks: Leading Your Company, Customers, and Partners in the Hyper- 
Connected Economy (Upper Saddle River, NJ: Financial Times/Prentice Hall, 2003).

19029-Perkovich_Understanding.indd   23019029-Perkovich_Understanding.indd   230 8/16/17   8:02 PM8/16/17   8:02 PM

© 2017 Georgetown University Press. All Rights Reserved. This PDF is intended for non-commercial use by individuals. 
For all other types of re-use, please contact Georgetown University Press at gupress@georgetown.edu. 



The seas around the world are, much like the cyber domain, not governed by 

one single nation. We have created maritime norms and have to do the same 

in the cyber space to ensure a fl ow of information and ideas.

ADM. MIKE ROGERS

Between the thirteenth and mid- nineteenth centuries, privateering was an 

established state practice. Privateers (privately owned vessels that operated 

against an enemy with the license or commission of the government in times of 

war) would be used to attack the enemy’s trade. In peacetime the practice of 

reprisal represented the means to seek redress against the harm suffered by 

another nation’s ships at sea. A letter of marque allowed merchants to attack 

any ship of the offending nation until they found something of equal value to 

their loss.

Two months after the 2007 cyber attacks on the small Baltic country of Esto-

nia, Defense Minister Jaak Aaviksoo used the analogy to privateering in a speech, 

pointing to the 1856 Declaration Respecting Maritime Law that abolished priva-

teering.1 He suggested that similar norms of the maritime environment were 

needed in cyberspace. At the North Atlantic Treaty Organization’s Cooperative 

Cyber Defence Centre of Excellence in Estonia in 2015, Adm. Mike Rogers also 

referred to maritime norms when thinking about norm development for cyber-

space. Policymakers’ hopefulness about the analogy to the seas is understand-

able; maritime trade is relatively peaceful after all. However, the historical 

record indicates that such norms did not develop quickly nor was the process of 

attaining them a peaceful one. On the contrary, once a private system of force 

was created, states were not able to control the use of force completely. This 

chapter argues that the study of the historical evolution of the private system of 

force in maritime history offers important lessons for analyzing and shaping the 

evolution of cybersecurity. Scholars have used the analogy to privateering to 

recommend, or dismiss, the issuance of letters of marque to private companies 

in cyberspace.2 At the same time, various experts have used the analogy to 

describe the collusion between attackers and states.3 Thus, it may be important 

FLORIAN EGLOFF

Cybersecurity and the 
Age of Privateering14
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to explore what can be learned from the rich history of privateering, in this 

instance mainly from British maritime history.4

A longitudinal view of history is necessary to understand the development of 

norms against privateering. Privateering evolved from an institution that prof-

ited merchants and the Crown to one posing a threat to English naval dominance. 

A similar struggle is taking place today in cybersecurity. Protection from threats 

propagating through cyberspace has been treated as a predominantly private 

undertaking. At the same time, non- state actors are exploiting the insecurities of 

cyberspace, with the potential disregard of state versus state normative frame-

works. The institution of privateering can shed light on the aligned and confl ict-

ing incentives involved for both state and non- state parties, when defensive and 

offensive regimes are in place and where the responsibilities of both actors are 

blurred. Thus, the opportunities and risks of using privateers can be explained 

with the aid of historical examples, and the information can then be applied to 

the modern- day problems of the cyber realm.

The analogy is both historical and conceptual. It makes recourse to an older 

world in which states were weak players when it came to the exploitation of the 

seas. Conceptually, the analogy points to the differing degrees of involvement 

and control that states can have with actors who exploit largely ungoverned 

spaces, such as the cyber domain. By examining the historical trajectory of pri-

vateering, we can learn from the intended and unintended consequences that 

the presence of such actors produced.

The analogy can shed light on specifi c aspects of the cyber challenge. First, 

it gives an insight into a system in which lines between state and non- state 

actors are blurred. Next, it focuses on a key aspect of the mercantilist system—

that is, the economic and political realms are not differentiated. Thus, it cap-

tures two of the most important peacetime cyber challenges—cybercrime and 

cyber- enabled economic espionage. Finally, the analogy improves the under-

standing of security dynamics in a system in which capabilities are distributed 

among various actors. The comparison to a time in which semi- state actors 

(such as privateers and mercantile companies) and non- state actors (such as 

pirates) were abundant provides key insights into the confl icting objectives 

between the competition for advantage and the stability of and reliance on a 

system of trade.

This chapter begins with a short history of privateering and identifi es the 

analogies found in the cybersecurity challenges. It then unravels the similarities 

and differences, sets up conceptual frameworks, and points to policy implica-

tions. The chapter closes with identifying the advantages and disadvantages of 

the analogy to privateering.

Historical Background

In the fi fteenth and sixteenth centuries, several developments concurrently led 

to an increase in European exploitation of the seas. Shipping technology advanced 

so that long- distance sailing and war- fi ghting possibilities became more viable. At 
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the same time a will to explore, proselytize, and conquer led seafarers into new 

territories.5 Financed by investing parties who expected lucrative returns, and 

backed by their respective sovereigns to attack both locals and rivals, privateers 

represented the early means of colonial expansion. The era of the mercantile 

companies had begun. Mercantile companies operated by their own international 

policies. Merchants had to provide their own protection outside of territorial 

waters. They made deals with other companies or states, or were at war with 

them, and engaged in open warfare, piracy, and privateering, sometimes inde-

pendently and against the interests of their home states.

In English history, privateering is best known through the acts of the Elizabe-

than sea dogs. The voyages of Sir John Hawkins, Sir Francis Drake, and Sir Walter 

Raleigh not only brought wealth to themselves and their investors but also 

inspired subsequent generations of English singers and playwrights. Besides 

their voyages against the Spanish in the New World, the English privateers 

formed a key part in the still fl edgling Royal Navy. The English thus also used the 

skills and experience of the privateers, gained in attacking commerce abroad, for 

the defense of the home country.6 For example, Sir Francis Drake and Sir John 

Hawkins served in the Royal Navy to fi ght against the Spanish Armada. Thus, 

privateering was used to augment national strength both militarily and through 

its cultural contribution to national identity.

Privateering also brought disadvantages. For one, it was a lucrative undertak-

ing for the sailors. As a privateer also enjoyed better food and took a higher share 

in the prizes than he would in the Royal Navy, many of the ablest seamen served 

as privateers, not as sailors in the navy. Over time, the Royal Navy addressed the 

competition for skilled labor by forcing sailors to join the navy (impressment) 

and by improving working conditions on royal vessels.

The state also tried to regulate the number of sailors involved in privateering 

and the targets that would be attacked by issuing privateering licenses; however, 

effective control was not guaranteed. For example, after being knighted for his 

services to the court, the notorious privateer Raleigh did not stop looting, even 

after the peace treaty between James I and King Philip III of Spain.7 Finally, James I 

had Raleigh executed. This episode illustrates one of the problems that eventually 

contributed to the abolition of privateering—that is, the diffi culty of controlling 

privateers.8 The longer wars lasted, the more privateering was professionalized 

and institutionalized. At the end of wars, privateers were integrated into the navy, 

worked on merchant ships, or became pirates.9 The line between privateering and 

pirating was blurred. As Fernand Braudel noted, pirates could serve as a “substi-

tute for declared war.”10

Privateering as a strategy of war could distract from the more formal naval 

efforts of building a battle fl eet. During the late seventeenth century, French 

privateers (corsairs and fi libustiers) became increasingly active. While English 

privateers were used as a tool of infl uence alongside the growing navy, the cor-

sairs were used as a primary tool of naval warfare (guerre de course).11 For France 

they provided an ideal weapon against the English, who, comparatively, relied 

more on foreign trade.12 However, this emphasis on the guerre de course, which 
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was supported by the profi ting investment circles, shifted (limited) funds and 

efforts away from building a more formal naval capacity.13

By the end of the eighteenth century, mostly the United States (in the War for 

Independence) and France (in the French Revolutionary Wars and later in the 

Napoleonic Wars) employed privateers against Britain. Privateering had “evolved 

into a weapon of the weak against the strong.” However, “it was invented and 

encouraged by the ‘strong’ states of Europe, whose naval power was largely an 

outgrowth of privateering.”14

The Congress of Paris decided to abolish privateering at its meeting for a set-

tlement of the Crimean War in 1856. In the deal Britain, the dominant sea power, 

committed to protect neutral commerce, and, in return, the other powers relin-

quished the right to privateering. The settlement also represented a move 

against the United States, which still relied on turning its large merchant cruis-

ers into privateers in case of naval confl ict.15 When the declaration passed, it was 

widely circulated so that as many powers as possible would accede. The parties 

of the declaration agreed that no port could receive privateers. Thus, privateer-

ing was made practically impossible also for non- signatories of the agreement, 

as a privateer would have to return to his home state to sell his prizes. During the 

US Civil War, the Northern states considered signing the Declaration of Paris to 

prevent the Southern states from using privateers against commerce. At that 

time, though, the two parties were already in a state of belligerency, thereby 

losing the right of signing away rights for the other party.16 Hence, the United 

States never acceded to the declaration.

The Cyber Analogy

Looking at more recent technological development, the invention of the World 

Wide Web and the subsequent commercialization and expansion of cyberspace 

have rendered societies increasingly dependent on networked functionalities. 

Similar to the sailors’ early expansionary years of activity on the seas, the users 

of cyberspace are largely left to protect themselves. Absent a state capacity pro-

viding redress, users must rely on their own abilities to withstand threats prop-

agating through cyberspace. In such an environment, defensive and offensive 

skills are sought by a variety of actors. Just as mercantile companies could not 

rely on the Royal Navy to protect their trade and hence armed their merchant 

navy and sometimes sought protection from private men- of- war, large compa-

nies today seek to attract some of the most skilled cybersecurity experts.

Thus, a policy debate has arisen about the extent to which companies can 

protect themselves against state- directed attacks and about whether private 

actors should be engaged in hacking back.17 Whether a private company can 

defend itself from a state- directed attack depends on the intent and capacity of 

the attacking state and the defensive capabilities of the company. If a company 

with a high cybersecurity maturity is a generic target, then it may be able to 

dissuade an attacker by making itself a hard target. However, when private com-

panies are the direct target of a motivated, well- resourced state attacker, their 
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defensive capabilities will not deter the attacker. Companies need additional 

backup capabilities, which are traditionally reserved for states. The debate on 

hacking back often fails to explain what the aims of such an action might be for 

a private company. Is it to impose costs on the attacker? Is it to help determine 

the attribution of the attack to a particular actor? Is it to research the motivation 

of the attack? Given the uncertainty about the ramifi cations of any offensive or 

retaliatory actions against an attacker, it is unclear to what extent private actors 

would deem such actions to be in their interests. Nevertheless, the US govern-

ment dissuades corporate hacking back by claiming it is illegal under the Com-

puter Fraud and Abuse Act and by highlighting the danger of escalation against 

unknown adversaries.18

Many states are currently building their capacities to conduct offensive and 

defensive cyber operations. The growing state capacities in defending against 

and carrying out cyber attacks may be augmented by the experience of private 

actors. The interests of skilled personnel and governments can overlap in vari-

ous ways. First, instead of recruiting personnel for governmental positions, 

governments rely on the support of private personnel in several countries. 

Countries depend on a form of national service (e.g., formalized cyber militias), 

the use of contractors to buy key capacities (e.g., zero- day exploits), or the use of 

a range of services offered in the cyber criminal underground as part of the tool 

set for state exploitation of the cyber realm.

Second, there is the phenomenon of so- called patriotic hackers. Working in 

the political and economic interests of a country, patriotic hackers have been 

active in many highly visible cases ranging from the Russian hackers’ attacks on 

Estonia in 2007 and on Georgia in 2008 to the Chinese and US hackers’ attacks 

after the Chinese Embassy’s bombing in 1999 and the Hainan spy plane incident 

in 2001.

Third, and less evident than the highly visible and clearly politically moti-

vated attacks, groups have also mounted criminal intelligence-collection 

efforts.19 For example, allegations have been made of close alignment between 

Russian and eastern European cyber criminal networks and Russian state inter-

ests. The infl uence and direction of criminal activity are multilayered, ranging 

from discretionary enforcement based on the targets selected to the way in 

which cyber criminals have become active in Russian political interests.20 Empir-

ical evidence, however, is usually incomplete and open to interpretation. For 

example, Ronald Deibert, Rafal Rohozinski, and Masashi Crete- Nishihata found 

no direct evidence linking the Russian government to the electronic attacks in 

Georgia in 2008, but they did not rule out the possibility that Russia quietly 

encouraged “malicious actions by seeding instructions on Russian hacker and 

nationalist forums and through other channels.”21 Tacit support can be inferred 

when governments do not cooperate and prosecute identifi ed criminals in the 

presence of a mutual legal assistance treaty.

Reports also indicate an increase in attacks toward economic targets, focusing 

on economic espionage and intellectual property theft. The cultivation and uti-

lization of private talent to effect economic wealth transfer comes closest to a 
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modern version of privateering. Thus, at their own risk, companies, hacker 

groups, and some cyber criminals engage to fulfi ll state- sponsored goals against 

the interests of other commercial and noncommercial entities. The profi t 

motives for both the state and hacker groups can differ from those of privateers. 

In cyberspace, states may profi t indirectly by gaining plausible deniability for 

their own activities by hiding behind criminal hacker groups in return for toler-

ating their criminal activity, whereas in the case of privateering, states directly 

encouraged the profi t- generating criminal activity.

Similarity of Regulatory Challenges

Having identifi ed the analogical structure of the two domains, the focus now 

shifts to the similarities of the challenges states have faced on the sea and in 

cyberspace. Neither domain was controllable by a single actor, skills for deploy-

ing force mainly rested with semi- state actors, and the state alone lacked the 

capability or will to protect private entities. A broad range of actors was engaged 

in exploiting the new possibilities offered by transoceanic trade, with some hav-

ing more legitimacy than others. As trade on the sea and dependence on cyber-

space increased, the respective attack surfaces increased also. Therefore, states 

built dedicated capabilities to project force through navies and their cyber 

equivalents. These capabilities, however, had to coexist and compete with their 

private equivalents.

In the maritime space, one important factor for a navy’s mobilization poten-

tial was the total number of its able seamen. Thus, countries with larger mer-

chant fl eets could draw on a larger number of able seamen. Wartime demand 

usually exceeded peacetime supply.22 As a confl ict began, therefore, the speed of 

mobilization determined who could project naval power quickly. For example, 

the French “système des classes . . . could recruit men up to a certain level of 

manpower, faster than the British practice of bounties backed by the press”; 

hence, France had an advantage at the beginning of the mobilization.23 However, 

due to the larger number of total able seamen, the British would enjoy an advan-

tage in the later stages of mobilization.

At this time, how this issue applies to cyber capacities is unclear. The focus on 

human capital is analogous, for cyber capacities are predominantly refl ected in 

skilled manpower; however, it is not clear which specifi c skills a cyber operator 

would need to be considered a quickly mobilized capacity (in analogy to the able 

seamen). One reason is that offensive and defensive skills may be more distin-

guishable in cybersecurity than they were in naval warfare. Hence, while one 

can assume that a country with a large information technology sector would 

have an advantage in recruiting people with the necessary skills, the time lags 

and transformation potentials remain unexplored.

Unintended consequences of using privateers continued to create diffi cul-

ties for the states that employed them, thus leading states to regulate the 

practice over time. As states build their own cyber capacities, their acceptance 

of the unintended consequences of private activities (be they commercial or 
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criminal) may decrease. As all states grow more dependent on cyberspace, a 

window of opportunity for some agreement and cooperation in the cyber-

criminal space may arise. However, as the history of piracy has shown, the 

levels of protection for cybercriminals may ebb and fl ow along with the polit-

ical tensions of the time.

On the seas, the involvement of private force continued to play a role up to 

the early nineteenth century. Privateering was abolished only when the domi-

nant naval force, Britain, decided that, due to its reliance on global trade, main-

taining the option of private attacks against commerce was strategically and 

ideologically against its interests.24 This deal did not include the United States, a 

rising power that was more reliant on its merchant cruisers in wartime. How-

ever, in return for the smaller powers’ agreement, the dominant sea power 

struck a deal whereby it committed to a more protected space for neutral trade.

The cybersecurity space is far removed from any international legal agree-

ment settling cyber confl ict. While the analogy would suggest that states learn 

from unintended consequences over time, they do so slowly. Thus, for some 

years, cyberspace may stay a relatively chaotic environment with an abundance 

of players present. If there is to be some sort of agreement, the analogy indicates 

that it does not necessarily have to include all the major powers. Leaving out one 

and building an effective regime constraining the usefulness of cyber attacks 

may suffi ce.

In 2015 Presidents Xi Jinping and Barack Obama agreed that their respective 

governments would not engage or knowingly support commercial espionage.25 

Commercial espionage was undertaken by different hackers, including some 

from the People’s Liberation Army (PLA). Curtailing commercial espionage 

would then hurt the hackers’ private income. Thus, given the regional power 

structure in the PLA, even if Xi wanted to halt this practice, he would likely face 

resistance.26 As this practice has persisted for a number of years, the livelihoods 

and constituencies connected to the income streams need to be considered. 

There are strong similarities to stopping piracy, which involved a balancing act 

between building an alternative future for pirate communities and curbing their 

resistance. One theory holds that China will increasingly crack down on the work 

of freelancers while at the same time professionalizing the operational security 

of the state- conducted commercial espionage. This would mirror the British 

policies of the 1750s that raised the entry barriers for privateers and rendered 

the practice more regulated.

Differences between the Oceanic and Cyber Challenges

Having discussed the similarities between the two security spaces, we now 

address their differences. First, the pace of technological innovation seems 

faster in cyberspace than in shipbuilding. This observation has to be analyzed 

in conjunction with the more rapid diffusion of information and knowledge in 

the contemporary age. While the advancement in shipbuilding (e.g., the dread-

naught) gave the English an advantage for many years, a new cyber capability, 
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once discovered, may be repurposed by many actors within a very short time 

frame.27

Second, on the seas, human attackers expose themselves to physical risks. 

When an attack fails, the privateers face retribution. With remote attacks through 

cyberspace, this is not the case. Even if an attack is successfully traced to the 

responsible individuals, they may have the protection of their home state and 

may therefore be unreachable for prosecution.28 This difference increases the 

prospects of the problem being more persistent in cybersecurity than on the seas.

Third, cyberspace widely differs from the sea because its topography is artifi -
cial; hence, it is malleable by human practice. Both technological and social 

changes manifest themselves in cyberspace and can change the “environment” 

in many, not always predictable, ways. Introducing new security- oriented tech-

nical protocols, hardware, and software for defensive purposes is a theoretical 

possibility. Research in networking has proposed models for new types of Inter-

net routing; many of these proposals use security properties as guiding princi-

ples for their designs.29 If implemented, they could contribute to a more secure 

environment, offering users a more explicit way of making decisions about 

whom to trust.

However, its malleability also means that the characteristics of cyberspace 

will signifi cantly change over the coming years too. As the next two billion 

human users and twenty billion devices come online, the degree with which one 

can compare the maritime and cyber domains may change. Meanwhile, as the 

connectivity of societies deepens, access to security and surveillance technolo-

gies also spreads. This has already led to a balancing of the playing fi eld in that 

surveillance technologies become more readily available to countries with tradi-

tionally more limited signals intelligence capabilities. Furthermore, this market 

is not limited to state actors, as non- state actors use some of the same technolo-

gies for defensive and offensive purposes.

Even though in many ways the cybersecurity environment seems far removed 

from the naval fi eld, a lesson can still be learned. When operating in an actor- 

rich environment, states will not be able to control the use of cyber attacks com-

pletely. Once a system of private force is created, the institutional legacy carries 

forward. What state actors can do is manage the incentives, both for domestic 

and international actors, for using cyber attacks.

Conceptualizing the Range of Non- state and State Actors

Stepping back from the specifi c comparison of privateering and cybersecurity, a 

conceptual framework of a range of actors can capture the full potential of the 

analogy to the sea. In this framework, the navy, mercantile companies, priva-

teers, and pirates are categorized according to their level of cooperation with 

state actors (see table 14.1).

In cyberspace, to be considered a state actor, an entity must be part of the 

state’s organs or in direct support thereof. They are distinguished from semi- 

state actors that are in a close relationship with the state and sometimes advance 
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state interests but are not organizationally integrated in state functions. Non- 
state actors have interests that lie outside the formal activities of a state and 
might reject the state’s authority to govern their activities. Nevertheless, non- 
state actors may sometimes be in complicated relationships with states, recipro-
cally enabling the pursuit of respective interests. Simplifying the different 
relationships into three categories suffi ciently captures the intuition that while 
some actors might be offi cially non- state actors, they are deeply entangled with 
states.30 Overall, only those actors that directly interfere with another group’s or 
individual’s security interests are in scope.

This conceptual framework enables the analysis of different actors in cyber-
space, highlighting how they are connected to the state. Importantly, the con-
cepts do not carry an inherent moral value. The concepts of the navy, mercantile 
company, privateer, and pirate are understood to be by themselves morally 
empty. This refl ects a historical understanding of them: some viewed privateers 
as heroes; others thought of them as criminals.

This conceptual framework enables multiple new types of analyses. It facili-
tates the tracing of state and semi- /non- state capabilities for deploying insecurity 
over time. This, along with a historical explanation of how it came about (includ-
ing incentives, feedback loops, and normative changes), gives rise to a holistic 
analysis of the cybersecurity space. For example, fi gure 14.1 maps the state, semi- 
state, and non- state capabilities present in the international system over time 
and provides a richer understanding of the evolutionary development of the 
security dynamics. As the contemporary era witnesses a transfer from the high 
semi- state/non- state and low state capability quadrant to the high state and high 
semi- state/non- state capability quadrant, more confl icts between the different 
types of actors are to be anticipated. For example, as states build dedicated capa-
bilities, they decrease their dependence on semi- state actors. This shift could be 
associated with a consolidation of activity in which a state cracks down on previ-
ously tolerated or sanctioned activity. One example might be China’s arrest of 
cyber criminals after signing the Obama- Xi agreement.31

Table 14.1. Comparison between actors on the sea and in cyberspace

Actor type Sea Cyberspace
State actors Navy (including mercenaries) Cyber armies, intelligence, police 

forces, contractors, offensive security 
providers

Semi-state actors Mercantile companies Technology champions, major tele-
communications companies, security 
vendors

Privateers Patriotic hackers
Some cybercriminal elements

Non-state actors Pirates Hackers, cybercriminal  elements 
(including organized crime)
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In a second step, the state proximity framework categories can be used to 

analyze the interactions between state, semi- state, and non- state actors. Lucas 

Kello argues that while competition between states exists, cyber insecurity has 

also accentuated a new state of nature involving non- state actors.32 This global 

state of nature can be analyzed using the state, semi- state, and non- state frame-

work, both for where the actors’ interests collide and for where they converge. 

Regarding collision, the question to ask is, where is a respective actor considered 

the attacker and where is it the target? (See fi gure 14.2.)

Mapping some of the most prolifi c cyber attacks onto the categories identifi ed 

reveals a clearer picture of the complexity of responding to cyber attacks. Each 

category of constellations involves different challenges for the attacked party. 

The framework presented reduces complexity to aid policymakers in anticipat-

ing different constellations of attackers and defenders. For example, with this 

framework, governments could have anticipated the Sony Pictures Entertain-

ment and Sands Casino scenarios and considered possible policy responses. Pri-

vateering cases suggest that when the attacker has a special relationship to a 

state, rather than going after the attackers through the criminal prosecution 

system, the state must address the situation politically. For example, in the case 

of the attacks against the Sands Casino, allegedly conducted by hackers con-

nected to the Iranian government, the prosecution of cybercriminals only 

through the legal system would not have been a fruitful response. The attack 

against a private corporation in this case took on a new form of signaling discon-

tent.33 As such, the response must address both the criminal as well as the polit-

ical aspects of the actions, using the full range of policy options available.34

Figure 14.1. State and semi-/non-state capabilities on the sea and in cyberspace 

over time

Actor Type  State 

 

 
Capabilities High Low 

Semi-state and 

Non-state actors 

High 

  

 

 

 

Low 

 

 

 

 

 

  Naval capabilities            Cyber capabilities 
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The framework enables the development of a better- prepared response to the 

next novel situation that policymakers and business leaders may encounter. It 

also helps the analyst to categorize the different reactions so as to keep an over-

view of how attacks are being treated. Thus, the semi- state category allows for a 

more adequate capturing of the politicized activities below the threshold of war.

When considering where the interests of the different actors converge, the 

question to ask is, who is seeking assistance and who is providing it? (See fi g-

ure 14.3.)

Figure 14.2. Collision of interests between state, semi-state, and non-state actors

Figure 14.3. Convergence of interests between state, semi-state, and non-state actors

TARGETS
Actor Type State Semi-state Non-state 
State Stuxnet 

GhostNet 
US → Huawei 
China → Google,
Lockheed (e.g. Titan
Rain, Operation 
Aurora)

PLA → Tibetan
activists (GhostNet) 
North Korea →
Sony Pictures

Semi-state Patriotic hackers 
→ Estonia
Iranian “hackers”
→ Saudi (Shamoon)

Russian “hackers” →
JPMorgan Chase  
Iran → Sands Casino 
Cybercrime 

Non-state ISIS → US
Strategic Command

ISIS → AP
Hacker → 
HackingTeam &
Gamma International

Cybercrime 
 Anonymous →

Scientology
 Ashley Madison

ATTACKERS

Unknown Advanced persistent
threat → German
steel factory

  SUPPLY OF COOPERATION  
 Actor Types State Semi-state Non-state 

State Five Eyes  US ↔ companies in 
PRISM program  
China ↔ Huawei  
Russia ↔ Patriotic  
hackers?

Iran ↔ hackers 
Russia ↔ 
cybercrime 
US ↔ Hector 
Monsegur (Sabu) 

Semi-state Google ↔ US 
(Operation Aurora) 
UK ↔  Huawei 

  DEMAND FOR 
COOPERATION  

Non-state Sony Pictures ↔ US 
Cybercrime ↔
Russia  

 WikiLeaks ↔ 
Anonymous 
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Mapping some of the prolifi c cooperation cases onto the matrix shows various 

constellations that would be missed if one focused on only state- level capabili-

ties. For example, the cooperation between technology or telecommunications 

service providers and states is an area that requires careful research. When US 

telecom providers cooperate with the US government to facilitate intelligence 

collection, it can violate the privacy guarantees given to the customers.35 Simi-

larly, the cooperation between hackers or cyber criminals and states is of inter-

est. Examples are the aforementioned alignment of cyber criminals with Russian 

interests or the use of convicted hackers as informants to coordinate cyber 

attacks as in the case of the Federal Bureau of Investigation and Hector Xavier 

Monsegur (Sabu).36

Akin to the collision model, some of the constellations can be analyzed with 

the analogy to the sea. Analogizing the category of semi- state actors, or priva-

teers and mercantile companies, and the non- state category, or the experience 

with pirates, allows for a richer understanding of the political and security 

dynamics at play in each case. In both models, constellations indicate the pres-

ence of dynamics not only of an old state-versus-state type of interaction but 

also of a new type of state of nature, one involving state, semi- state, and non- 

state actors. Through these models, the analogy can provide context and reduce 

complexity. It can aid policymakers in developing a strategic vision of a desirable 

state for the domain, including their abilities and constraints to shape the 

emerging normative framework.

Conclusion

The analogy to privateering has elucidated some cybersecurity challenges. 

Learning from four hundred years of history allows for a rich understanding of 

the forces giving rise to the multiplicity of actors shaping the institution of priva-

teering and eventually leading to its abolishment. Similarly, the forces enabling 

and constraining the different types of actors that are active in the cybersecurity 

space can be identifi ed. First, actors in cyberspace have similar proximity to the 

state as the mercantile companies, pirates, and privateers did in the sixteenth 

and seventeenth centuries. This conceptualization of actors in cyberspace cap-

tures both the expansion of transnational non- state actor activity and the devo-

lution of responsibilities and authority to private actors.37 The frameworks of 

analysis including state, semi- state, and non- state actors can reduce complexity 

and aid the development of a strategic vision for the domain.

Second, the levels of state capacity in cybersecurity resemble the situation in 

the sixteenth century, when some states transitioned from the use of privateers 

to professional navies. In naval warfare, this transition reduced the interest in 

the use of non- state actors. Judging by this process, the cyber capacities of state 

actors are in their infancy. The increasing dependence on cyberspace of all soci-

eties and the growth in state capability could have positive consequences for a 

cybercrime regime, as it could be accompanied by a decreasing interest in the 
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use of non- state actors. However, the declining interest in the use of non- state 

actors is not guaranteed. Some states may still opt for a guerre de course.

Third, the analysis of the regime against privateering has shown that it can be 

traced to unintended consequences of state- sponsored and state- tolerated non- 

state violence, coupled with a growth of commercial opportunities for sailors. 

Similarly, in cyberspace one might expect unintended consequences to increase 

over time. Whether states will be able to coordinate their behavior to control 

these unintended consequences while preserving the positive effects of cyber-

space remains an open question.

An awareness of the advantages and disadvantages of specifi c analogies is 

vital. It is important to clarify the type of knowledge an analogy can facilitate 

and where an analogy may mislead. The analogy to privateering is helpful 

because of the temporal distance between the two spaces, the possibility that 

this analogy invites long- term perspectives, and the fact that the policy innova-

tions to redress the problems of privateering can be instructive in dealing with 

the cyber domain.

A comparison to a time that has long passed has a pragmatic and an analytical 

benefi t. The pragmatic benefi t is that it can depoliticize the debate and thereby 

focus the attention on the analytical problem at hand. The analytical benefi t lies 

primarily in the integration of different actor types in a security space, where 

states are just starting to build capacities to project force.

The analogy reveals the long- term evolution of security dynamics in a space 

that becomes more important to the stakeholders over time. An ecosystem of 

security actors does not change quickly; rather, it evolves. Unintended conse-

quences, feedback loops, and confl icting objectives infl uence how actors’ poli-

cies change with time. In addition, the concurrent growing importance of the 

domain to all the actors raises the stakes and creates incentives to stabilize the 

domain. However, the decreasing interest in the use of non- state actors is not 

guaranteed.

There are some insights for more imminent policies. Particularly, the chal-

lenges in recruitment—both for states and non- state actors—can be better 

understood with the aid of the analogy. The analogy suggests that competition 

for skilled personnel is persistent and infl uences the way a formal state capacity 

can be developed. The analogy offers some appreciation for the various ways in 

which states have tried to work with skilled personnel (be it militias, volunteers, 

public- private partnerships, contractors, or army personnel). Linked to this 

aspect is the risk of policymakers profi ting fi nancially from cybersecurity poli-

cies. It is important to understand why some governments seem to enable eco-

nomic and commercial espionage. Also, the job prospects of policymakers once 

they leave governmental employment have to be carefully evaluated. Parties 

that invested in privateering may shed some light on how governments are per-

suaded to sanction policies from which both offi cials and private corporations 

can profi t. For example, critics of privateering argued that commerce raiding 

diluted the state’s efforts to build an effective state- owned warfare capability.
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The privateering analogy poses hazards too. Among them are the risks of fur-

ther militarizing the discourse on cybersecurity, of advocating empire, and of 

assuming that history will predict the future.

The analogy considers cyberspace in relation to another relatively aggressive 

and militarized discourse. Civilian analogies may be more productive in creating 

opportunities for dialogue and cooperative solutions. Thus, other, more peaceful 

analogies could be more desirable in the context of a multilateral forum when 

looking to reshape the perception of the cybersecurity problem and to extend 

the possible range of solutions.

The analogy could be read as advocating empire, with all its oppressive and 

dominating aspects, as a solution to the security problems of cyberspace. After 

all, when privateering was abolished in 1856, the Royal Navy was the unchecked 

predominant naval power. The British had a very strong position from which to 

infl uence norm development, as they could assert those norms by force. It is not 

clear whether it would be desirable or feasible for any single power in the 

twenty- fi rst century to reform the international cyber domain as Britain did the 

maritime domain centuries ago. Unlike the maritime case, where order was 

imposed by a Western power, in the cyber era China and perhaps others with 

different historical, cultural, and political predilections will be infl uential 

 players.

Although this analogy can be used as a productive tool to enhance current 

thinking about cybersecurity, the general caveat that historical experience can-

not guarantee a parallel course of events today must not be neglected. Just as 

past policymakers made decisions in the face of uncertainty, knowledge of the 

past should not lead the scholar into the misguided belief that history will repeat 

itself. While considering the lessons from the analogy to privateering, policies 

for the twenty- fi rst century must take into account the idiosyncrasies of today’s 

political landscape. The twenty- fi rst century does offer some new opportunities, 

which policymakers can and should embrace. Higher degrees of international 

integration broaden the space for a cooperative solution between different 

stakeholders. Thus, as the Royal Navy guaranteed a principle of free trade in the 

past, a large group of stakeholders today is engaged in trying to make cyberspace 

a more open, transparent, interoperable, and inclusive environment.
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International society and governments are only beginning to understand the 

attributes of cyber capabilities and the possible nature of cyber confl icts. A prin-

cipal value of analogies is to clarify which features of cyber capabilities and 

potential confl ict are most pertinent to analyze and understand and which are 

less relevant or important to preventing confl ict and to conducting cyber oper-

ations. Analogies help sharpen questions and identify dilemmas.

Readers may disagree, of course, with the observations we make here. Debate 

is welcome. One of the attractions of analogies is that, like art, they elicit the 

perspectives, experiences, and outlooks of the beholder. This invites conversa-

tion or debate among observers in which all parties may gain by appreciating a 

new angle, by affi rming or discarding a prior assumption, by seeing or learning 

something entirely new. Our conclusions here are offered in this spirit. We have 

resisted the temptation to make policy recommendations for the US or other 

governments. Some of the foregoing chapters imply or suggest steps that gov-

ernments could take to avert or minimize dangers of cyber confl icts, but as a 

general proposition we fi nd that the cyber world is evolving so fast, with so many 

complicating factors (as we describe in the following sections), that policy pre-

scriptions not made in context and in real time would be suboptimal. However, 

we do offer general principles and objectives later in this conclusion for policy-

makers to consider.

What Are Cyber Weapons Like (Not Like)?

Drawing on all the chapters in this volume, here we attempt to summarize the 

defi ning characteristics of cyber weapons and, where helpful, how they differ 

from other military technologies.

Distinct, Essential Qualities of Cyber Capabilities
Information and communication technology (ICT), hereafter referred to as 

cyber technology, is dual use in the sense of serving benign and malign pur-

poses. No previous dual- use technology has so thoroughly and quickly produced 

both peaceful and hostile applications on a global scale as cyber technology has. 

GEORGE PERKOVICH AND ARIEL E. LEVITE

Conclusions
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Aircraft, railways, telegraph, and radio dramatically augmented civilian life, 

including commerce, while also boosting military potency. But the combined 

pace and scale of dual- use cyber technologies’ dispersion and impact are unique. 

The growing dependence on cyber in many facets of modern life, including the 

Internet of things, makes managing vulnerabilities to disruption extremely 

challenging. We discuss implications of this in the second and third sections of 

this conclusion.

Cyber capabilities also are uniquely protean as instruments of intelligence 

gathering and coercion. The same basic tools and operators can be utilized in 

multiple ways to achieve a wide range of objectives. The range includes intelli-

gence collection, political- psychological warfare, deterrence signaling, discrete 

sabotage, combined- arms military attacks, and campaigns of mass disruption. 

Other technologies also can be effective to achieve each of these objectives. Bur-

glars could penetrate a political party’s headquarters and steal and then publish 

sensitive fi les, though probably not as fulsomely as can be done by cyberespio-

nage and by disseminating exfi ltrated information via social media. Radio can 

transmit propaganda and other subversive information, just as the Internet 

does. Aircraft can drop laser- guided bombs to destroy a nascent weapons- 

plutonium production capability, as they did in Syria in 2007. But no other type 

of technology can be utilized in such diverse ways as cyber technology.

The versatility and ubiquity of cyber capabilities greatly enhance their appeal 

for intelligence collection, military operations, covert actions, and clandestine 

signaling. For powerful states, cyber can be a substitute, a precursor, and a comple-

ment to classic operations. For other actors—state and non- state—who fi nd them-

selves in highly competitive security environments with technically sophisticated 

adversaries, cyber instruments may be uniquely attractive as power balancers.

The benefi ts of versatility are magnifi ed by the relative ease of entry into the 

offensive cyber world. Compared to advanced kinetic and nuclear weapons and 

platforms, and their related reconnaissance and battle management capabilities, 

cyber capabilities are compellingly affordable. It is much easier and cheaper to 

recruit and train personnel to develop and operate cyber capabilities than it is to 

develop an effective conventional, nuclear, or biological war- fi ghting capability. 

For states that cannot develop their own cyber capabilities and cadres, these 

“goods” and services can be procured readily in the gray and black markets. The 

low barrier to entry is another important way in which cyber capabilities are 

unlike most other weapon technologies and why so many diverse actors can 

compete in this domain.

Still, turning cyber capabilities into effective and dependable weapons—as 

distinct from criminal tools and terror weapons—presents formidable chal-

lenges. In military and covert operations, the ability to ascertain impact and 

tailor effects is critical both to build confi dence that intended results would be 

achieved and to avoid collateral damage and unintended secondary and tertiary 

consequences; however, the effects of cyber weapons may be uncertain and 

therefore diffi cult to predict with confi dence. Cyber weapons may be viable only 

for short or at least uncertain amounts of time. Maintaining their effectiveness 
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in the face of routine systems maintenance or specifi c defensive countermea-

sures is time and resource consuming. Constant monitoring of targeted networks 

is required.

Assuming concerns over the uncertainty of effects and durability can be mit-

igated, another distinct and attractive feature of cyber capabilities—for espio-

nage and attack—is their stand- off potential. They can be operated from a 

distance to achieve global reach, sparing the conductors from friction with 

intermediaries and from risks of interdiction, capture, or death. (Satellites are 

similar in this regard, though they differ in that they are more diffi cult and 

expensive to build and deploy and do not directly carry out attacks.) The person-

nel protection afforded by cyber capabilities reduces the risk that an agent or 

soldier will be captured and used to create a spectacle that can escalate the 

intruded- on state’s determination to retaliate and, in turn, create pressure on 

the captured asset’s government either to escalate or to bargain to obtain his or 

her release. The worldwide range of cyber capabilities makes them especially 

attractive to states (and criminals) that cannot otherwise reach targets. For 

states that do have other long- range strike capabilities, the relatively low cost 

and personnel risks of cyber attack may be preferable. These effects cut multiple 

ways: they open not only a wide potential of offensive operations but also a sim-

ilarly vast vulnerability to being attacked by cyber weapons from anywhere.

Cyber capabilities can be uniquely secretive, only partly due to the distances 

and conduits through which they can be operated. The development, the deploy-

ment, and often even the use of cyber assets are not easily observable—unlike air 

bases, naval forces, and drones. Secrecy provides operational advantages for 

intelligence gathering, covert operations, and war fi ghting. The low visibility of 

(some) cyber operations also allows potential victims to choose whether to pub-

licize them. This creates political space for them to save face if they choose not 

to retaliate.

Seen from a different angle, the imperative to keep capabilities and, in most 

cases, operations secret makes it less likely that governments, let alone citizen-

ries, will conduct informed debates over whether, when, and how (1) to conduct 

offensive cyber operations and (2) to develop effective international norms and 

rules for such operations. We discuss this implication further in the third section 

of this chapter.

Secrecy facilitates and is augmented by the distinct diffi culty of confi dently 

attributing the precise origin of attack and who actually is responsible for autho-

rizing it. A precision- guided missile (PGM) or bomber can be readily and confi -
dently traced to its source. Chemical explosives used in terrorist or covert 

operations also can often be traced to their sources, albeit with ambiguity about 

whether a particular state sponsored the attack. In the case of cyber weapons, 

the multitude of possible attackers, the potential concealment or falsifi cation of 

attackers’ identities, the diversity of effects, and the globally distributed vectors 

of attack make determining the authorial source of an observed effect diffi cult 

and time consuming. It is especially daunting to attribute cyber penetrations 

and attacks with the speed, resolution, and confi dence needed to enable states to 
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decide on, publicly justify, and tailor punitive responses. Forensic analysis alone 

rarely enables sure attribution; other sources and methods are often necessary. 

But states are reluctant to reveal these means, thus further complicating the 

challenges of attribution and the viability of deterrence by punishment.

The attribution problem may be less pressing in the context of overt warfare 

when combatants will reasonably presume that cyber attacks are coming from 

the same source as other forms of attack and the risk of misidentifi cation may be 

modest. However, in covert contests short of armed confl ict, attribution will 

complicate when and how antagonists interpret and respond to attacks. We dis-

cuss these challenges further later.

Cyber Effects and Their Implications
Turning now to specifi c functions, Michael Warner describes in chapter 1 how 

modern information and communications technologies have greatly enhanced 

states’ and other actors’ capacities to gather and analyze intelligence and to con-

duct covert operations. The advent of the telegraph and radio in the nineteenth 

and twentieth centuries also enhanced intelligence collection and guidance of 

military operations in radical ways. But these enhancements were not nearly as 

swift, widely distributed, and powerful as those provided by cyber. The dispersal 

of information and communications technologies and networks means that 

“anyone with a network connection can be a victim of espionage mounted from 

nearly anywhere.” The growing availability of techniques to overcome the so- 

called air gap, and thereby siphon information from ICTs that are unconnected 

to the Internet, extends vulnerability. Both developments are new.

A major distinction between cyber capabilities and other technologies, includ-

ing radio and satellites, is that the software and operations deployed to gather 

intelligence by cyber means also can be readily and directly used to conduct 

attacks. Satellites and related communications technologies must be linked both 

to physical delivery means such as missiles, planes, ships, and other platforms 

and to payloads to conduct attacks. By contrast, the same cyber tool and opera-

tion used to exfi ltrate information also can be used as precursors as well as plat-

forms for attack, even if some capabilities (especially payloads) would need to be 

added to fully weaponize them.

It is possible that intelligence gathering, if discovered by the target, could 

instigate a crisis or escalate a confl ict. Yet, experience to date, albeit limited, 

suggests that states understand that cyber intelligence gathering is to be 

expected and managed without recourse to war, as is the historical norm. For 

example, Edward Snowden’s revelations of US cyber intelligence gathering did 

not prompt targeted states to initiate confl ict. Nor did the discovery that China 

had penetrated and exfi ltrated massive amounts of data from US government 

fi les and health insurance providers cause the United States to take classical 

military action.

It is also possible that rather than cause confl ict, the discovery of deep cyber 

penetration of a system, especially when it is air gapped (i.e., never connected to 

the Internet), may cause the penetrated state to reconsider the conduct of illicit 
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or otherwise threatening activity. Some observers believe, for example, that the 

Stuxnet operation motivated Iran to accept constraints on its nuclear program, 

not because roughly a thousand centrifuges were damaged, but because the 

cyber penetration of the enrichment program alarmed Iranian leaders that they 

could not maintain the secrecy required to complete the development of nuclear 

weapons.

New challenges do arise from the proven potential of cyberespionage tools to 

become precursors as well as instruments of attack. If and when adversaries—

say, the United States and Russia or China—are embroiled in a crisis and have 

increased the deployments and readiness of their military forces, the discovery 

of a cyber penetration into one’s command- and- control systems and/or nuclear 

early warning systems could be unnerving and destabilizing. The state that con-

ducted the penetration may be intending only to gather intelligence and early 

warning, and perhaps to communicate a deterrent signal, but the penetrated 

state may perceive the penetration as a harbinger of attack. Depending on the 

circumstances and the vulnerability that the penetrated state feels to preemp-

tive attack, pressures could grow on that state to use its forces while it still can. 

Furthermore, the tight compartmentalization that intelligence organizations 

customarily impose on sensitive sources and methods, such as when monitoring 

adversary strategic command- and- control systems, greatly exacerbates the 

potential for cyber espionage to trigger inadvertent escalation. Clearly, the 

nature of cyber intelligence- gathering technology has uncharted implications 

for the potential conduct of cyber war and for efforts to prevent or manage it.

Moving from intelligence gathering to coercion, cyber weapons are espe-

cially—perhaps uniquely—useful in the gray zone of confrontation below armed 

confl ict. The Russians’ 2007 cyber attacks on Estonia, the US- led Stuxnet attack 

on Iranian centrifuges, the Iranians’ destructive 2012 attack on Saudi Aramco’s 

desktop computers and 2011–13 denial of service attacks on US banks, and the 

2014 North Korean attack on Sony Pictures Entertainment—all exemplify diverse 

secretive coercive cyber operations short of warfare.

That said, cyber capabilities also create effects that can be vital to the conduct 

of war (and terrorism). Cyber capabilities now indispensably enable most of the 

communications, reconnaissance, command- and- control, and operational func-

tions of modern militaries. Cyber networks do more for militaries than any other 

single previous technology, greatly boosting the defensive and offensive capac-

ity of states and their militaries. At the same time, of course, it also makes them 

vulnerable to disruption in unprecedented ways.

Complementing their enabling potential, cyber weapons also can be disrup-

tive or destructive in and of themselves. Like earlier forms of electronic warfare, 

they can blind, deceive, degrade, and even disable and destroy an opponent’s 

communications, reconnaissance systems, navigation, command and control, 

and weapons’ targeting and operation. Cyber weapons also can have much 

greater impact on infrastructure and physical systems than traditional instru-

ments of electronic warfare can. Major powers have already used such offensive 

cyber capabilities against others, but they have not directly engaged each other 
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in escalatory warfare in the cyber era. Thus, there is no empirical basis or anal-

ogy for evaluating how the dynamic competition between enabling and disabling 

cyber operations would play out in actual combat among near peers.

Operational Challenges
The enabling and disabling functions of cyber capabilities can serve both offen-

sive and defensive purposes. While this is true of other intelligence- gathering 

tools and weapons too, the duality of cyber capabilities and their technical and 

operational features render them especially ambiguous. States often claim (fairly 

or not) that their military actions are defensive and precautionary while their 

opponent’s activities are aggressive. This should be expected in the case of cyber 

operations also. The ambiguous offensive- defensive duality of cyber tools, oper-

ations, and, in some cases, organizations (like computer emergency response 

teams) raises challenges similar to those posed by national ballistic missile 

defenses in nuclear- armed states. Building effective defenses on a scale that 

could match an opponent’s nuclear- armed missile arsenal could be a way to 

lower the risk of initiating offensive attacks (by blunting the victim’s capacity to 

retaliate); yet, declarations of purely defensive intent in peacetime do not obvi-

ate the physical capacity of such capabilities to augment offensives in wartime.

The ambiguities that inhere in cyber operations are not simple to resolve. 

Means and procedures for clarifying intent have yet to be developed. Here the 

diffi culty is that clarifi cation of intent hinges at least in part on the willingness 

of actors to disclose the penetrations they have achieved or for the defender to 

reveal to a prospective attacker that its penetration has been detected. Both 

steps would be fraught with acute dilemmas.

In terms of target disablement and destruction, three types of weapons dis-

cussed in this volume merit comparison with potential cyber weapons. Robert 

Schmidle, Michael Sulmeyer, and Ben Buchanan in chapter 2 describe how expe-

rience with nonlethal weapons such as pepper spray, temporarily blinding lasers, 

foam guns, and road spikes to puncture vehicle tires may suggest potential appli-

cations of cyber weapons. Nonlethal weapons are meant to incapacitate rather 

than destroy an adversary’s equipment and personnel. This incapacitation would 

often be localized, temporary, and possibly reversible. These effects could make 

such weapons relatively benign and therefore politically acceptable to use. Cyber 

weapons can achieve such effects via denial of service attacks or corruption of a 

military system’s operation, as Israel reportedly did with Syrian air defenses in 

the 2007. Cyber attacks on cellular phone and other communications systems 

can disrupt the capacity of actors to coordinate illegal, hostile, or otherwise dan-

gerous behavior without physically harming these actors and innocent people 

nearby. But, equally, such attacks may complicate efforts to terminate a confl ict 

because communications between the political leadership and the fi eld may be 

undermined.

On the one hand, nonlethal weapons have been and are most likely to be used 

in overt confl icts short of warfare. The distance from which cyber weapons can 
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be operated, and the diffi culty of attributing their use, makes them even more 

appealing for gray- zone operations than are other lethal and nonlethal weapons.

On the other hand, the challenge of confi dently predicting and limiting the 

effects of cyber weapons may make them more diffi cult to apply than other non-

lethal weapons are. As Schmidle, Sulmeyer, and Buchanan note, “With capabili-

ties as new and complex as cyber ones, the unintended consequences of particular 

capabilities may cause additional or unexpected damage.” The uncertainty—

which includes possible over- performance or under- performance—then “greatly 

complicates the confi dence a commander can have in the ability to achieve pre-

cise effects exactly when desired.” This uncertainty may lead to self- restraint in 

opting to use them, as has been the case with nonlethal weapons. Yet, in overt 

warfare, when destruction and civilian casualties are already occurring, this inhi-

bition presumably would decrease.

For purposes of destruction, as distinct from temporary disablement, PGMs 

such as guided gravity bombs and cruise missiles have been especially attractive 

to those states that can acquire them and support their use with adequate tar-

geting information. The comparative advantage of these weapons lies in the 

precision, the exchange ratio, and the probability of destruction, especially as 

their operational ranges grow. Cyber weapons can have similar advantages. 

Unlike PGMs, cyber weapons do not require expensive, observable platforms and 

extensive logistical development and support infrastructure. But, as James M. 

Acton explores in chapter 3, cyber weapons may pose more challenges for their 

users than PGMs do.

First, in any missile or cyber attack, precision depends on the accuracy of the 

targeting coordinates and the effects of the weapon. A missile aimed at the 

wrong target or a malware attack on a network whose connections were not 

accurately mapped by the attacker can result in adverse consequences for the 

attacker (as well as the victim). The potential scale of unintended (imprecise) 

effects of cyber attacks, however, could be signifi cantly greater than that of a 

cruise missile or bomb because of the lower certainty about the desirable and 

undesirable effects of their employment. For example, the cyber weapon could 

fail to neutralize the target, or malware used in an attack could spiral out of 

control or could be reverse engineered and proliferated by adversaries. The lat-

ter is an especially grave concern for cyber weapons, analogous perhaps only to 

biological weapons.

Second, the intelligence collection required for accurate, effective targeting 

of weapons is in some circumstances greater for cyber attacks insofar as the 

attacker needs to learn not only how to enter a network but also its extent, how 

it works, and what consequences any attempts to manipulate it might have. 

Moreover, targeted information and communications systems are not “station-

ary” as some prime targets of PGMs would be. Software is regularly updated, 

hardware is replaced, security protocols are changed, vulnerabilities are discov-

ered, and so on. In the future, as offensive and defensive cyber systems become 

more automated, adoptive, and artifi cially intelligent, the challenge of attacking 
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them will be akin to targeting mobile missiles, which is quite daunting though 

not impossible.

Third, as with PGMs, attackers need to be able to assess the damage they infl ict 

on targets in a timely manner. Aviators conducting a bombing raid on a suspected 

nuclear plant need to know that the targeted country’s air defenses have been 

disabled, whether by missiles or malware, before the planes come into range. As 

Acton suggests, the need for quick and reliable battle damage assessment may be 

even greater for cyber attacks in time- sensitive military operations insofar as 

their effects can be temporary, reversible, and less observable. A cyber attacker 

seeking to disable a set of adversary capabilities in order to conduct other opera-

tions needs to know not only that the degradation of their performance has 

indeed occurred but also when they may be fi xed. Making such damage assess-

ments is also vital to fi guring if and when malware has spread unintentionally to 

other targets that might cause political, diplomatic, economic, or strategic harm 

to the attacker’s position. Knowing the full extent of damage that has been or may 

be caused is necessary to inform efforts to neutralize or minimize unintended 

effects and to manage the consequences, including with parties not involved in 

the confl ict.

Fourth, while cyber weapons might be used repeatedly over a short period, 

they are not likely to be usable in multiple successive campaigns against the 

same adversaries, unlike aircraft and missiles. Further, once adversaries (and the 

global information technology community) detect malware, they can develop 

ways to defend against it in days or months rather than the years or even decades 

required to develop new defenses to advanced kinetic weapons.

Finally, and importantly, PGMs with few exceptions do not achieve strategic 

objectives. Similarly, cyber capabilities may deter and coerce states and non- 

state actors or, theoretically, serve as fi rebreaks against escalation in crises or 

war, but they don’t win wars, remove governments, end insurgencies, or restore 

order to regions beset by violence. As Acton writes, “Even if cyber attacks prove 

highly effective at disrupting an enemy’s [buildup and] military operations, 

physical force will almost certainly be required to exploit this disruption.” This 

is not to deny that governments, depending on the circumstances, can use cyber 

capabilities to undermine or infl uence the composition of other governments 

and to intimidate and weaken internal opponents. Opponents of governments 

can use cyber capabilities to do the reverse too. The larger point here is that, to 

take and hold power, actors likely will need other capabilities to consolidate 

opportunities created by cyber operations. For example, as Peter Feaver and 

Kenneth Geers note in chapter 13, every facet of the confl ict in Ukraine has been 

affected by cyber attacks, yet “the cyber dimension of the confl ict has nonethe-

less not played a critical role in the war.”

Weaponized drones are an advanced form of PGM. They are especially attrac-

tive for targeting single or small numbers of people or other soft targets over 

long distances with an extremely short time between the decision to fi re and the 

impact on the target. To date, drones have not been used to attack substantial 
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matériel, infrastructure, or military targets, although their payload and lethality 

are rapidly increasing.

As David E. Sanger records in chapter 4, drones and cyber weapons share a 

number of advantages, notwithstanding the different types of targets they are 

directed against. They are relatively cheap to procure and operate. They do not 

put their operators at risk. For intelligence-collection purposes and for attack, 

drones can hover over targets for long times, helping reduce risks of mistaken 

targeting and unintended casualties. Cyber assets can reconnoiter targets for 

even longer periods.

While the destructiveness of missiles delivered from drones can be predicted 

precisely, and drone reconnaissance reduces risks of targeting errors compared 

with aircraft or cruise missiles, their primary liability remains mistaken target-

ing. A wedding party is killed because it was misidentifi ed. A family believed to 

include the leader of the Islamic State is killed in a strike on a house that would 

have been acceptable to the leadership of the attacking state and perhaps under 

international law and public opinion, but due to faulty (or dated) intelligence, 

the leadership was not there. Cyber weapons are not equally prone to the conse-

quences of mistaken identity, because thus far they are not (and perhaps in the 

future they will not be) used primarily to injure or kill people as opposed to dis-

abling the systems the people depend on for various purposes. Nevertheless, as 

Sanger reports, uncertainty over effects and the related risks of collateral dam-

age have inhibited the broad- scale use of offensive cyber weapons by the United 

States and probably by other countries too.

Risk of proliferation is another inhibitor of cyber attack that pertains less to 

drones. The software and operational techniques used to mount a cyber attack 

could be captured and replicated by adversaries, perhaps with attribution to the 

attackers. This risk of reverse engineering obtains with drones too, of course, but 

copying drone technology takes longer than copying and adapting malware. 

Further, drones are not nearly as versatile and potentially dangerous as cyber 

weapons are. Nor can most adversaries as easily deploy drones over long dis-

tances as they can cyber weapons.

On the other end of the war- fi ghting spectrum from drones, cyber weapons, 

in theory, can achieve large- scale effects on war- supporting facilities and infra-

structure that otherwise might require extensive bombing campaigns to destroy. 

Norms and laws of armed confl ict have evolved since World War II so that wide-

spread indiscriminate bombing by states is now taboo. (This proposition has 

been tested by the destruction visited on Syria, including by Russian attacks; by 

the Sri Lankan government’s prosecution of civil war against the Liberation 

Tigers of Tamil Eelam; and by the attacks of hybrid organizations such as Hezbol-

lah, Hamas, and the Islamic State.) In any case, states engaged in overt warfare 

today increasingly seek to target their adversaries’ war- supporting infrastruc-

ture, especially energy production and transmission resources, as well as tele-

communications networks and services. The scale and intensity of operations 

required to achieve these results with surgical application of kinetic weapons 
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could be daunting both for the potential target states and their populations and 

for the states that would conduct such attacks due to the risk of dramatic over-

kill. To the extent that cyber weapons could surgically undermine the function-

ality of war- supporting facilities, infrastructure, and industry with much less 

destruction of life and property, and lesser permanent or environmental dam-

age, such weapons may be relatively desirable. Indeed, the option of fi rst trying 

to hit a target with a cyber weapon and, only if and when that fails, then resort-

ing to kinetic attack is appealing.

Yet three caveats must be raised. First, as noted earlier, there are signifi cant 

uncertainties regarding the effects of malware attacks over time. The develop-

ment of the fi eld of operations research for offensive cyber operations is merely 

in its infancy. Second, if superiority can be attained in the ability both to infl ict 

damage and to confi dently limit effects, the inclination to conduct such attacks 

may grow. Third, if an adequate level of defensive protection exists to limit the 

prospects of retaliation, then incentives to conduct attacks will increase. Each of 

these three possibilities can be destabilizing; however, they also can be stabiliz-

ing if the credibility of threats to conduct precision cyber attacks strengthens 

deterrence of wrongful actions. Hence, the impact of introducing offensive cyber 

capabilities is highly context specifi c, as we discuss further later.

On the ultimate end of the spectrum of destruction lies attacks on major pop-

ulation centers via weapons of mass destruction. International humanitarian 

law and the laws of armed confl ict proscribe such attacks per se. Nuclear- armed 

states nonetheless plan to target leadership, military command and control, and 

other strategic assets that are located amid or close to population centers. More-

over, those actors willing to violate international norms and laws could use 

nuclear and perhaps biological weapons for massive destruction.

Cyber weapons raise several questions in this context. First, is massive disrup-

tion meaningfully distinguishable from massive destruction? Steven Miller in 

chapter 10 notes that “any use of nuclear weapons will have devastating conse-

quences. The same is not true of cyber.” While this assertion is undoubtedly true 

in a political sense, it is less certain in physical terms. A single high- altitude 

nuclear detonation, say, in a desert or over a ship at sea clearly would not cause 

widespread destruction. But while a nuclear warning shot could cause an oppo-

nent to eschew further escalation of confl ict, in the case of a nuclear dyad it also 

could have the opposite effect and unleash an escalatory exchange of nuclear 

weapons, leading to mass destruction. There is no data on limited nuclear war-

fare, only conjecture. If cyber weapons could be unleashed to massively disrupt 

or disable—even temporarily and reversibly—systems on which whole societies 

depend without directly killing large numbers of people, would such use be more 

likely and, if so, with what justifi cation? How would the potential availability of 

achieving mass disruption by cyber operations affect the behavior of states in 

crises or in escalating warfare? In potential confl ict among nuclear- armed states, 

could the use of cyber weapons to infl ict massive disruption of the adversary’s 

military and economy be a less objectionable alternative to nuclear attack? Could 
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this cyber option, especially when intended as a political signal, act as a fi rebreak 

to nuclear escalation and thereby reduce the risks of nuclear war?

Again, nuclear war has not been experienced between adversaries who both 

possessed these weapons. Many argue that the unique, horrifying, and irrevers-

ible destructiveness inherent in nuclear weapons has encouraged restraint and, 

to date, made mutual deterrence work. In contrast, cyber attacks have become 

commonplace, albeit on a limited scale thus far, and clearly have not exhibited 

the mass- disruption potential they are widely believed to possess. Does the rela-

tive nondestructiveness of cyber weapons open the way to their potential use to 

achieve massive disruption? Or is the inability to confi ne and predict their effects 

(much as with biological weapons) a major cause of restraint? And would this 

unpredictability make deterrence as developed in the nuclear domain less tena-

ble, as Steven Miller suggests?

Cyber weapons are more analogous to biological than to nuclear weapons in 

terms of their low visibility and the type of effects they could have.1 Thankfully, 

experience with biological weapons is limited, and the possession and use of 

these weapons are now banned by the Geneva Protocol of 1925 and the Biological 

Weapons Convention of 1972. The latter has not been universally signed or 

adhered to, and it does not preclude some future use of biological weapons that 

could have implications similar to cyber warfare. But for now it can be said the 

restraints on biological warfare are far greater than those on cyber warfare. On 

the one hand, as with biological weapons, the development, penetrations, and 

attacks—for offensive and defensive purposes—of cyber weapons could go unde-

tected, at least for a time. They could remain concealed even after indications of 

their existence appeared. At least for some time, it could be diffi cult to distin-

guish reliably whether an effect was due to an attack or a natural occurrence, 

further complicating attribution in case of attack. Biological attacks, like cyber 

attacks, can have minor effects and can be temporary and eradicable. On the 

other hand, some cyber and biological attacks could be immediately detected 

and identifi ed as such, and they could cause extensive and long- lasting damage. 

Just as with biological weapons, their effects may hinge on numerous factors, 

some of which are transient, thereby creating serious uncertainty about their 

real- world effects and further undermining the capacity to precisely tailor the 

damage they infl ict.

The Contingent Future of Cyber Weapons
To summarize, the versatility of cyber weapons, the unbounded distance over 

which cyber intelligence gathering and attack can be conducted, the safety that 

cyber technologies afford their operators, the secrecy and diffi culty of attribu-

tion they entail, the low cost of attacks, and the potential precision and reduced 

violence of their effects—all make these weapons not only more tempting to use 

but actually more usable than other coercive instruments are. Is their overall 

impact, then, stabilizing or destabilizing? If the uncertainty over attribution and 

the reduced scope, level, and duration of damage imposed by cyber weapons 
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make states (and others) less inhibited to conduct such attacks, war and its esca-

lation could become more likely. In parallel, the attractiveness of versatile cyber 

capabilities could diminish states’ attention to and investment in diplomacy and 

other instruments of statecraft. Conversely, cyber weapons could be unusually 

stabilizing in two ways—if the relative utility of cyber weapons makes them a 

credible instrument of deterrence or compellence and if they can serve as an 

effective fi rebreak against further escalation, thus reducing incidents of confl ict 

or capping escalation in crises. The fl ip side is that many, if not most, of the 

states that are most capable of deploying potent cyber weapons are themselves 

vulnerable to the damage such weapons can infl ict. Moreover, the uncertainty of 

cyber weapons’ effects and the risk that malware can be replicated and prolifer-

ated relatively easily have made leading cyber states cautious in using them, at 

least to date.

Overall, it is important to recognize that this new technology is not determin-

istic. Great uncertainty and contingency exist in this domain. Manifold potential 

scenarios for war fi ghting, deterrence, and restraint can be imagined. They are 

central to the future that states and societies must struggle to shape, as we dis-

cuss in the next two sections.

What Might Cyber Confl ict Be Like (or Not)?

Having drawn on analogies to summarize some of the distinguishing qualities 

and effects of cyber weapons, and some of the advantages and challenges these 

qualities and effects pose, we now consider what confl icts involving these weap-

ons might be like.

Information Warfare
Stephen Blank describes in chapter 5 how Russia has incorporated cyber tech-

nologies and operations into its long- standing approach to political warfare and 

information operations to unnerve, weaken, and otherwise intimidate adversar-

ies. In Georgia and in Ukraine, actors believed to be motivated by Russia placed 

malware in electricity supply systems to deter Russia’s adversaries and others 

from escalating competition. In the case of Ukraine, a malware attack was 

unleashed, apparently in retaliation for a physical bombing of transmission lines 

feeding Russia- controlled Crimea and to signal the capacity to infl ict greater 

damage on Ukraine. Following the imposition of Western sanctions on Russia, 

Russian cyber actors massively penetrated major US banks but were not reported 

to have stolen money or corrupted data. This suggests that the purpose was to 

deter the United States from pushing for more sanctions against Russia. Russia 

apparently interfered in the 2016 US presidential election, presumably to dis-

suade the United States from sanctioning or otherwise contesting the Russian 

government’s behavior at home and in the “near abroad.” The general point is 

that cyber capabilities can be potent tools for waging political warfare and 

deterring adversaries from countering such exertions in escalatory ways.
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Preventive and Preemptive Use of Force
Preventive war and preventive use of force have been undertaken throughout 

history; likewise, cyber capabilities may be applied for both purposes. As John 

Arquilla describes in chapter 6, preventive war generally involves “starting a war 

at a most opportune moment . . . while the prospects of defeating an enemy’s 

military, seizing territory, or toppling a regime are good—or at least before a 

growing threat worsens.” Preventive force, by distinction, seeks to apply mea-

sured violence “in the hope of avoiding a full- blown war or to keep the strategic 

situation in an ongoing confrontation from deteriorating.” (Preemption is differ-

ent still, referring to action to defeat or weaken an adversary’s imminent attack).

For various reasons, as Arquilla suggests, preventive force has become a com-

mon feature of international affairs in recent years and is likely to take cyber 

forms in the future. The Stuxnet attack is the leading example of using cyber 

force to prevent nuclear proliferation, to reassure allies, and thereby to avoid 

conventional war with Iran over its nuclear program. Other purposes could be to 

deter adversaries from aggression or to compel them to change their behavior 

and thus avoid suffering a wider- scale cyber or kinetic attack. Cyber attacks can 

be used against adversaries’ offensive cyber capabilities and to degrade conven-

tional military or other assets that are enabled by cyber systems and therefore 

are vulnerable to cyber attack.

Arquilla recounts how Britain’s preventive uses of naval forces against Den-

mark (and indirectly France) in 1801 and 1807 succeeded in their immediate 

objectives of thwarting Napoleon’s naval ambitions. But these successes also had 

the unintended effect of spurring Germany’s subsequent century- long buildup of 

its naval forces and other defenses against British naval mastery. Analogizing to 

cyber preventive warfare, Arquilla posits that cyber techniques offer greater 

potential than kinetic weapons for protracted efforts to retard or delay an adver-

sary’s acquisition of dangerous capabilities and its conduct of aggression. In par-

ticular, “cyber prevention might also prove an ideal means for detecting and 

disrupting terrorist networks, for slowing their recruitment processes, and for 

generally undermining [their] trust and morale.” The advantages of cyber stem in 

part from the covertness and diffi culty of detecting and diagnosing correctly 

cyber capabilities and operations. These issues may provide both operational and 

political advantages to the attackers, especially the more tech savvy among them. 

If an attacker can initially mask the failures that are induced as a mere technical 

accident and subsequently plausibly deny involvement and keep personnel out of 

harm’s way, the risks of being held publicly accountable and sparking escalatory 

retaliation appear much less than would be the case if other means of attack were 

used. However, once used, a particular cyber weapon can be detected, countered, 

and adapted by adversaries for their own use. For these and other reasons, the 

preventive use of cyber weapons can cause and intensify arms racing. Ultimately, 

Arquilla concludes, cyber preventive force is likely to increase, and it is impossi-

ble now to predict whether on balance the consequences will be welcome or 

unwelcome.
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Preemptive use of force differs somewhat from its preventive use and is likely 

to be an attractive role for cyber weapons. Preemption occurs when confl ict 

appears imminent or unavoidable, and preemptive attack appears to offer some 

prospect of signifi cantly diminishing the adversary’s capacity and will to prevail. 

States and non- state actors increasingly envision how they could use cyber 

attacks to preemptively weaken adversaries’ conventional and cyber potency. At 

the same time, states and societies that depend heavily on ICTs feel acutely vul-

nerable to preemptive surprise attack. One actor’s vulnerability is another actor’s 

opportunity.

The Japanese attack on Pearl Harbor in December 1941 is, at least for Ameri-

cans, emblematic of such a preemptive attack. Chapter 9 by Emily O. Goldman 

and Michael Warner usefully dispels the common misunderstanding that Pearl 

Harbor was a “bolt from the blue.” Relations between the United States and 

Japan already were confl ictual. The United States was crippling Japan’s economy 

with sanctions to compel it to quit China. Washington expected war. In this 

sense, the Pearl Harbor attack was a preemptive escalation of an existing con-

fl ict. If anything, what happened at Pearl Harbor is now more germane to current 

situations in Europe, the South and East China Seas, the Korean Peninsula, and 

the Middle East, where competitors are engaged in disputes and mobilizing coer-

cive capabilities and policies to infl uence each other. The Pearl Harbor analogy 

invites analysis of how cyber attack could be integrated into, or even stimulate, 

preemptive combined- arms warfare.

The purpose of the Pearl Harbor attack was to weaken and delay the capacity 

of the United States to prosecute a war with Japan, which hoped that it would 

diminish the resolve of Washington and the American people to fi ght and instead 

would motivate accommodation with Japan. In the cyber era, an analogous pur-

pose of a preemptive attack could be to disable and disrupt a stronger power’s 

capacity to deploy distant forces while creating time and space to achieve initial 

victories against extant forces. If a cyber attack could be counted on to reliably 

infl ict relatively minimal casualties or damage to an adversary’s forces, unlike 

the kinetic attack at Pearl Harbor, then such an attack could alter the strategic 

context of a confrontation by presenting the adversary with a fait accompli at 

minimal cost to both parties. The burden of escalation would shift to the state 

seeking ingress on the other’s territory, advantaging the side that conducted the 

preemptive cyber attack. (Of course, an ingressing state also could attempt a 

preemptive cyber attack to weaken the receiving side’s capacity to repel it, with 

the goal of motivating the defender to accede to the attacker’s demands.)

In the case of Pearl Harbor, the attack failed both tactically and strategically in 

ways that may offer lessons for potential cyber preemption. The Japanese attack-

ers missed the US Pacifi c Fleet’s more important aircraft carriers, heavy cruisers, 

and submarines. The attack also did not destroy or durably incapacitate the fl eet’s 

fuel depots, dry docks, repair facilities, and undersea cable landings. By analogy, 

an actor contemplating a preemptive cyber attack against a powerful adversary 

would (should) need confi dence both that intelligence on the systems being 

attacked is comprehensive, accurate, and timely and that the predicted physical 
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and strategic effects of the attack are accurate. Signifi cant overestimates of effects 

could mean that the adversary would be insuffi ciently damaged, while signifi cant 

underestimates of effects could mean the adversary (and other states) would 

become more, rather than less, motivated to escalate in response. Relatedly, to 

calibrate the next steps, the cyber attacker would need accurate and comprehen-

sive assessments of the damage caused by the attack. The attacker especially 

would wish to know how much time would be available before the adversary 

could remobilize capabilities that had been disrupted. Japanese leaders made 

both mistakes in the Pearl Harbor attack, underestimating the extent of the dam-

age it would infl ict and the motivation it would give the United States to fi ght.

Pearl Harbor also provides lessons for defenders against cyber attack. Had the 

Japanese attack signifi cantly destroyed the Pacifi c Fleet’s logistics capabilities, 

the attack would have achieved more lasting effects. Among other things, this 

highlights the importance of defending a state’s logistics capabilities, and the 

infrastructure required to sustain it, from cyber attack. In the cyber era, military 

logistics are extremely dependent on ICT and the backbone of the Internet, with 

all the vulnerabilities this reliance entails. In many states, the entities and sys-

tems involved in logistics are controlled by private sector contractors and not 

exclusively by governments. Thus, the challenge of defending them is enormous, 

complicated, and very costly. Huge numbers of personnel and organizations, 

operating under diverse cultures and institutional imperatives (including cost 

management), must be trained repeatedly and harmonized to keep defenses 

effective and current. Resilience—again complicated and costly—must be built 

into the networks required to supply and operate military forces.

No one now has the experience of conducting or defending against a major 

cyber attack analogous to Pearl Harbor. Potential attackers and defenders, there-

fore, do not really know whether and how their capabilities to conduct and defend 

against a major preemptive attack would operate in real- life interactive condi-

tions. The reconnaissance of adversaries’ networks and the deployment of tools 

required to prepare an attack could be negated through routine actions taken by 

defenders to surveil, maintain, and upgrade their systems. Optimistically, states 

could deploy early warning sensors internationally, including in adversaries’ sys-

tems, and marry them to active defenses to blunt attacks. Such defenses could be 

automated either as a default condition or in response to a command during cri-

sis. All these possibilities create a premium on early action—simultaneously 

offensive and defensive—in a potential war situation to exploit vulnerabilities in 

the adversary’s systems before any hostility begins (“use it or lose it”) and to 

thwart an attack before one suffers losses. These incentives, amid the broader 

uncertainties of how interactive cyber war would actually unfold, highlight the 

potential of misunderstandings and miscalculations triggering preemptive attack 

and escalation, all of which can be destabilizing.

Escalatory Warfare
World War I provides a different example of war being triggered by an act whose 

timing and nature were unpredicted and then escalating with a scale and pace 
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that leaders were unprepared to manage. Some fear this could be a likely course 

for a cyber confl ict. No one foresaw that a Serbian terrorist cell, with ambiguous 

ties to the Serb state, would attack the heir to the Habsburg throne and thereby 

instigate a war involving all the world’s major powers and killing seventeen mil-

lion people. The governments and societies that then moved step by step into 

massive warfare did not imagine how it would escalate and persist. Early histor-

ical accounts of the war argued that technology—specifi cally, rail transport—

drove the escalation process.

The question pertinent to analogizing World War I and potential cyber confl ict 

is whether technology—railways in World War I and cyber today—importantly 

affects crisis stability and whether a confl ict once started will escalate. The Bal-

kans were a tense region at the beginning of the twentieth century, with lingering 

territorial and political disputes and competitive major powers jockeying for 

advantage directly and via proxies. This description also pertains to the Middle 

East, Russia’s periphery, and South and East Asia today. Similarly, it is possible, 

especially in the Middle East, the Russian periphery, and the Indian subcontinent, 

that actors with relationships that are diffi cult to attribute conclusively to states 

could commit acts that other states would perceive as aggression.

In 1914 once a terrorist attack occurred and precipitated the crisis, Germany, 

France, and Russia had powerful incentives to mobilize their troops and railways 

fi rst, before their adversaries did. Railways compressed space and time—key 

variables in military confl icts—and thereby increased pressures on decision 

makers during a crisis. This compression coupled with the technical challenges 

of reversing course (rerouting traffi c) rigidifi ed response options, resulting in a 

strong fi rst- mover advantage. The space and time for managing the crisis nar-

rowed. Thus, following the June 28 attack on Archduke Franz Ferdinand, the 

competing powers felt imperatives to move quickly to mobilize their forces. 

Once mobilization began, it created momentum toward confl ict that was diffi -
cult to arrest or reverse, especially as little time was allowed for deliberations 

and diplomacy. Yet, even if leaders had wanted before the war to negotiate mea-

sures to regulate or limit military uses of railways, this effort would have been 

severely complicated by the imperative not to undermine the great economic 

benefi ts of this technology.

Francis J. Gavin, in chapter 7, carefully sketches this dynamic while taking 

pains to emphasize that railways did not cause World War I. Political factors did. 

The idea that new military capabilities, especially railways, would advantage the 

offensive and make war short and decisive “created a more permissive environ-

ment for states to gamble and risk war.” But this did not determine events. 

Moreover, railways themselves were potent only insofar as they were integrated 

with military forces that could take and occupy territory. Similarly, cyber capa-

bilities alone—even if, unlike railways, they can directly cause extensive dam-

age—cannot by themselves fi ght and win large- scale wars and determine postwar 

outcomes. Achieving these strategic purposes requires a mix of cyber and other 

major military capabilities, but cyber operations could certainly compress the 
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time and space for diplomacy and create serious incentives to undertake pre-

emptive action in a crisis situation.

The confl ict- hastening potential of cyber weapons could be partially miti-

gated by robust defenses against cyber attack and by resilient communications 

and command- and- control systems. Such robust passive defensive measures 

were not available to counter railway mobilizations. But it remains uncertain 

whether and how states would have confi dence in their defenses and resil-

iency given the nature and rapid evolution of offensive cyber capabilities. This 

observation points to the importance of political institutions within states and 

diplomatic processes among them. Europe in 1914 was woefully under- 

institutionalized. The capacity to mobilize massive numbers of soldiers and 

military equipment grew much faster than each state’s ability to accurately 

assess, share, and deliberate on such mobilization and then collectively to 

negotiate measures to control escalation. More developed institutional capac-

ity would not have prevented the terrorist act in Sarajevo, but it could have 

averted or contained the escalation that followed it. This observation is perti-

nent for Indo- Pakistani relations today as well as for regional tensions in the 

Middle East and perhaps East Asia.

Economic Warfare
The World War I era invites cyber analogies in part because the economy of that 

time was more globalized than ever before and after until the information and 

transportation revolution took hold in the 1990s. In the early 1900s, as Nicholas 

A. Lambert narrates in chapter 8, “accurate and instantaneous information 

relaying details of supply, demand, and prices was essential to all businesses and 

especially to the fi nancial services industry that facilitated the movement of 

commerce with ever- increasing velocity.” Connectivity created the potential to 

attack vital nodes of a country’s economy or the global economy, as it does today. 

British naval strategists in the ten years leading up to August 1914 sought to 

leverage the combined supremacy of London’s available commercial maritime 

information and the Royal Navy’s command of the seas to develop plans to wage 

strategic economic warfare. Their aim was to quickly shock and derange the 

enemy’s entire economy, thereby driving German society to abandon support 

for its misguided government. This differed from the “strategic” bombing cam-

paign later practiced (and mislabeled) in World War II that targeted military and 

related industrial assets such as ball- bearing plants, aircraft manufacturers, and 

oil refi neries. The broad analogy today to what the British had planned in 1914, 

obviously, is to a massive cyber attack on national and international fi nancial 

institutions or other critical infrastructure that would promptly cause chaos, 

economic paralysis, enormous fi nancial losses, and so on.

Britain’s hegemonic position at sea and in global trade and fi nance enabled its 

offi cials to imagine this strategy. Their optimism was bolstered by the British 

economy’s capacity to withstand the fi nancial and economic shocks that a war 

would bring better than all other major powers could. These observations prompt 
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analogous questions for the cyber world. Is hegemony different in cyberspace 

than, say, on the ground, at sea, and in the air, where armies, navies, and air forces 

heretofore have determined hegemonic power? Does any single power, most 

likely the United States, have suffi ciently more capacity than any other power to 

combine fi nancial intelligence and cyber superiority with physical power projec-

tion to gain a decisive capacity to infl uence international affairs and win con-

fl icts? And does the power of a particular state to exert its will in cyberspace come 

with a corresponding vulnerability to cyber exertions of other actors against it? It 

took a long time for competitors to build navies to contest the British and for 

alternatives to British traders and fi nanciers to rise. In cyberspace, are capacities 

and vulnerabilities more readily changeable?

The potential “disruptiveness” of the British economic warfare strategy 

inspired years of secret debate within the Admiralty and between it and other 

departments of the government, including the Board of Trade, the Treasury, and 

the Foreign Offi ce. Offi cials perceived that the strategy could not only be effec-

tive but also have unprecedented and perhaps unforeseeable implications for 

Great Britain and for national and international law. The British process leading 

up to the strategy in 1914 resembles more recent accounts of US governmental 

deliberations over various forms of offensive cyber operations whose implica-

tions would be uncertain and unprecedented.

When hostilities in Europe started, purposeful economic strangulation com-

pounded the natural contractions of war, as planned. But the ensuing unintended 

tightening of fi nance, trade, production, and employment was so alarming that 

British workers, businesses, and political representatives turned on the govern-

ment. So did neutral countries that were damaged collaterally. Within three 

months, the British government aborted the economic warfare strategy. In a 

sense, it had been too effective. Its consequences were so sharp and widespread 

that they hurt British interests too, and political leaders could not ignore them.

Would a cyber campaign to infl ict massive disruption on another state’s econ-

omy yield similar blowback that could render it unsustainable and therefore 

strategically of little value? Would this be true for any state or only for some? 

Can cyber attacks be designed and conducted to achieve massively disruptive 

economic effects on a targeted state or group therein without harming others 

and the global economic and fi nancial system as a whole? Would the risks of 

blowback depend signifi cantly on the level of dependence on international con-

nectivity of particular states and societies? For example, would Russia be signifi -
cantly less susceptible than the United States or the United Kingdom or even 

China would be to blowback if Russia conducted cyber attacks against its adver-

saries’ banks that in turn led to a crisis and major losses in the global fi nancial 

system?

Strategic Context
The analogies presented in this book to explore what cyber confl ict might be like 

are far from exhaustive. Two broad contextual possibilities for future cyber con-

fl ict deserve brief additional discussion here. The fi rst centers on confl icts 
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between states that clearly are unequal in aggregate capability to conduct nuclear 

or conventional warfare, covert operations, and cyber warfare, as distinct from 

confl ict among near equals. The second centers on potential confl icts between 

nuclear- armed states.

Exemplifying the fi rst context, the United States and Israel have used drones 

to attack adversaries in Afghanistan, Yemen, and Gaza that lack defenses against 

this technology and commensurate counteroffensive capabilities. The United 

States has used PGMs similarly against adversaries that cannot defend against 

them or retaliate long distance to threaten the US homeland. In circumstances 

where opponents were more evenly matched, the probability and conduct of 

offensive operations presumably would be different. A central question, then, is 

whether the accessibility of cyber war- fi ghting capabilities, and the global reach 

they provide, would signifi cantly change the correlation of forces between 

adversaries that otherwise are highly unequal in coercive power. That is, do 

cyber capabilities offer the potential to further consolidate the stronger power’s 

absolute advantage, or, conversely, do they enable weaker actors to shift the bal-

ance of power?

We are obviously unable to provide a defi nitive answer here, yet the Israeli 

experience may be illuminating. Notwithstanding Israel’s overwhelming superi-

ority in both unmanned aerial vehicle and cyber technologies, as well as other 

military capabilities, Hezbollah and at times Hamas have been able to achieve a 

conventional balance of terror by acquiring inferior but nonetheless meaningful 

retaliatory capabilities. This balance, though precarious at times, has largely 

confi ned the confrontation between the adversaries to sporadic, mostly short- 

duration exchanges that have denied the stronger party conclusive achievement 

of its aims. Offensive cyber capabilities could have similar strategic effects in 

confrontations among “unequals.”

Finally, most of the states with active offensive cyber capabilities also possess 

nuclear weapons, with Iran being a notable exception. Thus, in competitions and 

warfare between these states and between them and other adversaries, the 

shadow of nuclear deterrence will be visible. Confl ict, including with cyber 

dimensions, that could begin or threaten to escalate to major warfare will carry 

the potential to go nuclear. Nuclear- armed states, to date, have not conducted 

such warfare against each other (or allies of nuclear- armed states). Many observ-

ers attribute this to nuclear deterrence. Thus, possibly, and perhaps likely, 

deterrence of major warfare among nuclear- armed states will persist regardless 

of whether cyber attacks are unleashed.

Two caveats to this observation must be offered. First, cyber attacks on stra-

tegic command- and- control systems could be attempted to negate an adver-

sary’s nuclear deterrent. This possibility is especially worrisome in situations 

where the fi rst use of nuclear weapons in escalating conventional war, even 

their tactical use, is real—for example, in Pakistan or perhaps North Korea. The 

threat of cyber attacks on strategic command- and- control assets could then 

cause that adversary to take countervailing steps, including using (or at least 

pre- delegating the use of) nuclear weapons earlier than otherwise expected, to 
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avoid or minimize losses to its nuclear forces. This challenge is greatly aggra-

vated by the similarity between cyber penetration of the nuclear command- and- 

control systems for purposes of intelligence gathering and early warning on the 

one hand and offensive operations against these systems’ functionality on the 

other hand. Second, if cyber attacks were perceived to be attractive because a 

state believed they would fall below the adversary’s threshold for nuclear esca-

lation, and such attacks then had unexpected massive effects, nuclear escalation 

could inadvertently result. In any case, the relevance of nuclear deterrence is 

important in the cyber era, and it should be remembered that none of the anal-

ogies in this volume involve warfare among nuclear- armed states.

What Is Managing Cyber Confl ict Like (Not Like)?

The cyber attacks on Estonia and Georgia in 2007, Iran beginning in 2007, Sony 

Pictures Entertainment in 2014, and the Ukrainian electricity system in 2015, as 

well as the hack into the US Democratic National Committee in 2016, refl ect how 

criminal activity and interstate confrontation are now channeled to and through 

the cyber domain. In terms of its centrality on the international agenda, cyber 

confrontation is assuming the role that nuclear weapons occupied during the 

height of the Cold War. We invoke the term “confrontation” as a background 

condition to convey that the actors that may fi nd themselves moving toward 

confl ict cannot easily be categorized as aggressors or defenders. Some states and 

non- state actors, for example, dispute sovereignty over territory, with each 

claiming to be right. Some dispute the legitimacy of governments and feel the 

need to compel them to end repressive behavior; others feel the need to prevent 

or punish interference in their domestic affairs. The classic dichotomy of offense 

versus defense, however, does not capture the nature of confrontation in cyber-

space. This is not merely because some of the purposes of cyberspace activities 

are either indistinguishable or mutually reinforcing. Many major contestants 

are acting, or preparing to act, offensively and defensively at the same time 

while using the same basic instruments for both efforts. The action is persistent.

Notwithstanding the persistence of confrontational interactions, most of the 

actors on the world scene need the cyber domain to function stably enough so 

they can operate in it both nationally and internationally. Thus, there is a ten-

sion between one’s potential interest in using cyber operations to exercise con-

trol over one’s population or to weaken or otherwise harm adversaries, and one’s 

interest in preserving the functionality of the global cyber system. Each compet-

itor wants to exert itself as fully as it can against its adversaries, but each objec-

tively has an interest (though not necessarily of equal salience) in not causing a 

total breakdown in the functioning of the system itself.

The stability of the cyber system and of the broader political economy are now 

more connected than ever. In both cases stability is dynamic, not static. Both fea-

ture constant change, disruption, and creation. Systemically destabilizing actions 

would be those that exceed the normal fl ux of change and competition and that 

destroy or severely undermine the functioning of cyber communications and 
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commerce and/or the broader political economy. Cyber confl ict has the potential 

to threaten both systems. Acts that deeply and durably sow doubt in the reliabil-

ity and integrity of the international cyber system—or otherwise disrupt its func-

tioning, much less destroy it—would also cause international economic crisis. 

Major interstate warfare with cyber aspects would likely threaten both the cyber 

system and the broader geopolitical system.

Objectives in Preventing and Managing Cyber Confl ict
To prevent or minimize activities that threaten the functioning of the global ICT 

system and the global political economy, states and relevant private actors should 

be expected to undertake a range of policies and activities to fulfi ll the following 

functions:

• enhance the capacity to detect and attribute cyber exploitations and attacks 

and to distinguish their purposes;

• augment various forms of defense against such activities, both to protect 

assets and raise the costs to potential perpetrators;

• increase the resilience of key cyber- dependent systems;

• while more diffi cult, pursue political and technical analogues to arms control 

agreements, or understandings that could inspire confi dence that malware 

and other “weapons” will be sparingly used and will not have unintended 

consequences, including proliferation;

• assert state control over actors that use their territories to conduct unlaw-

ful cyber activities and over their citizens who do so abroad;

• upgrade capabilities to signal, threaten, and initiate cyber and other actions 

to infl ict suffi cient “pain” on adversaries to motivate them to eschew or 

desist from hostile activities; and

• develop, over time, norms to restrain the most potentially destabilizing 

sorts of cyber activities.

These steps would contribute to the prevention and mitigation of actions that 

could threaten the dynamic stability of the cyber domain and of the international 

political economy.

Defensive Measures
States and private actors are increasingly devoting resources to detect cyber 

intrusions and possible attacks. Little tension or debate affects such salutary 

efforts. Yet other steps or forms of defense do elicit various concerns relating to 

cost, legal propriety, and international stability.

Defensive capabilities and operations are, and will continue to be, central to 

preventing and contending with cyber attack in ways that are very different 

from countering nuclear attack, for example. “In stark contrast to a nuclear 

attack,” Peter Feaver and Kenneth Geers write in chapter 13, “most cyber attacks 

can be stopped—at least in the tactical sense—with purely defensive measures.” 

Moreover, many ways exist, and can be developed, to defend against cyber attacks 
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without resorting to counterattacks that infl ict damage outside of those net-

works being defended. Security “hygiene” within networks and organizations, 

anti- malware tools, and honeypots to lure or defl ect attackers into isolated sys-

tems are well known. Other techniques could include analogues to emplacing 

“dies” in data the way banks do in cash so that if data or software are stolen, they 

become marked or do not “work” when located in unauthorized systems. Bea-

cons can be embedded in data to emit signals if and when they are stolen, aug-

menting the capacity of authorities to trace perpetrators. Such defensive 

measures can raise the risks and potential costs of illicit cyber activity without 

eliciting dangers of unwanted or diffi cult- to- manage confl ict.

However, as John Arquilla’s “harbor lights” analogy warns, even the most 

seemingly obvious and risk- free defensive measures—turning the lights off to 

avoid being targeted at night—may not be taken due to organizational dysfunc-

tion, fear of protests by those who might be inconvenienced, market pressures 

on technology producers to minimize costs and operational complexity for 

users, and concerns of intelligence and law enforcement interests who want to 

maintain opportunities to penetrate systems. Here is another complicating 

effect of the breadth and depth of ICT diffusion throughout advanced states and 

societies: many prosaic factors impede implementation of otherwise uncontro-

versial forms of defense.

More diffi cult challenges arise when activities could extend beyond the 

defender’s networks and into those of others, including perhaps neutral parties, 

especially if a competent legal authority did not authorize such activities. Doro-

thy E. Denning and Bradley J. Strawser, in chapter 12, analogize such defensive 

cyber measures to air defenses. Taking down hostile botnets, for example, could 

be akin to taking active defenses against hijacked aircraft. Such measures can 

range from forcing hijackers to land at specifi ed airports to, in the extreme, 

shooting down such aircraft in a scenario like the September 11 attacks on the 

United States. Defensive attacks “out of network,” Denning and Strawser argue, 

should follow established principles of the laws of armed confl ict that require 

necessity, discrimination, and proportionality. Their treatment of these issues, 

of course, is more nuanced than summary here allows, and the challenges deriv-

ing from uncertainties in the potential effects of cyber operations in external 

networks must fi gure prominently in the planning and conduct of defensive 

measures. One important question that will increasingly be raised is whether 

and under what conditions to allow, or even encourage, private businesses and 

other actors to conduct defensive measures. Here, too, governments nationally 

and internationally will need to refi ne relative distinctions between passive and 

active defensive measures and whether they operate within or outside of the 

defender’s own networks, under what oversight, and to what effects.

Feaver and Geers explore issues of command and control and of the pre- 

delegation of authority to conduct defensive cyber operations. They note that as 

with nuclear weapons, cyber threats and operations feature great speed, sur-

prise, and specialization on the part of those charged with planning and con-

ducting responses to attack. Fortunately, thus far, “cyber weapons do not pose 
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an immediate, apocalyptic threat on the scale of nuclear weapons.” This obviates 

the need always to be able and ready to retaliate quickly and therefore to estab-

lish pre- delegated authority. Indeed, thus far, most states, if not all, have demon-

strated notable caution in authorizing even defensive cyber operations that 

could affect others’ ICT. As we discuss later, this restraint stems in part from the 

diffi culty of confi dently attributing not only vectors of hostile action but also 

who authorized them, and from uncertainties over the intended and unin-

tended effects of robust defensive actions. Moreover, the need for pre- delegation 

and for the automation of out- of- network defensive measures is attenuated by 

the likelihood that attacks on hostile botnets will require intricate sustained 

efforts to collect evidence and mobilize countervailing capabilities. Such time 

allows for the acquisition of court orders or other political- legal authority. 

Again, this distinguishes defensive cyber operations from nuclear defense and 

retaliation.

Still, cyber confl ict remains a relatively new and rapidly evolving phenome-

non. Artifi cial intelligence capabilities are developing quickly, as is the effort to 

leverage them into autonomous fi ghting systems, including in cyberspace. Most 

states are wrestling with how to structure and authorize command and control 

of cyber operations. As various military and civilian services organized on func-

tional and regional lines face cyber threats and develop cyber capabilities, lead-

ers struggle to defi ne who can conduct what kinds of operations and under what 

conditions. Feaver and Geers highlight that the pre- delegation of some types of 

operations may be useful, “but its parameters must be governed by the existing 

laws of war.” However, within this general framework, to which not all states 

may adhere, many important and complex issues are yet unresolved.

Nonproliferation
Complementing efforts to defend against cyber attacks, states will naturally seek 

ways to prevent the proliferation of software (malware) that could be particu-

larly threatening to the maintenance of social stability. Unfortunately, the diffu-

sion of offensive cyber capabilities is proving hard to control or restrict either by 

new arms control agreements or by the expansion of export control regimes, 

especially the Wassenaar Arrangement of 1996. This is partly because cyber tools 

are almost always inherently dual use, with their civilian applications being 

quite valuable and widely supported. Verifi cation of arms limitations, so ger-

mane to the arms control agreements of the Cold War era, is practically infeasi-

ble with cyber technology.

Resiliency
Because defenses against cyber intrusion and attack are not perfect, and the 

spread of offensive capabilities cannot be blocked with confi dence, states and 

major private enterprises must invest in resiliency. Resiliency will mean and 

require different things in different contexts—that is, in the military, the fi nan-

cial sector, the energy sector, and so on. The general aims are to decentralize 

potential points of failure or loss, to deploy backup capabilities and plans, to 
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prepare users of systems for the possibility of disruption, and to plan contingen-

cies accordingly. Of course, while resiliency may deny attackers the gains they 

seek, pursuing it runs counter to normal economic logic.

Controlling Proxies
Whether resiliency is embraced and implemented widely, limitations in the 

effectiveness of defenses and nonproliferation initiatives mean that a central 

challenge now is to narrow the range of threatening actors. Against the tide of 

globalization, states must affi rm as fully as possible their position as the monop-

olistic controllers of the projections of force (including cyber force) from their 

territories and by their citizens abroad. The importance of this effort addresses 

the need to diminish room for cyber privateering to take place.

Florian Egloff aptly describes in chapter 14 the rise and fall of naval privateer-

ing between the fi fteenth and seventeenth centuries, suggesting that we are 

currently at a somewhat analogous early stage in the cyber domain. Indeed, we 

may be in a stage reminiscent of the earlier phase of privateering, which saw a 

signifi cant growth in the phenomenon’s scope. There are various systemic and 

case- specifi c motivations for abetting cyber privateering, but one that deserves 

special attention is the rapid progress being made in attributing cyber attacks to 

their perpetrators. This progress, facilitated in large part by intelligence break-

throughs even more so than by cyber forensics, has the unfortunate side effect of 

encouraging states to privatize some of their offensive cyber operations. Herein 

lays the importance of codifying the sovereignty, the jurisdiction, and the respon-

sibility of states in the cyber domain.

Deterrence and Compellence
Turning to more dynamic and fraught approaches to using cyber instruments to 

prevent or manage confl ict, deterrence and compellence assume major impor-

tance. It should be emphasized that cyber instruments and operations could be 

used alone or in conjunction with other capabilities to affect a wide range of 

adversarial behavior beyond cyber attack, espionage, and thievery. The choice of 

instruments should depend on whom is to be infl uenced to eschew or desist from 

doing what. In this broader context, potential cyber operations can serve signal-

ing purposes short of war. Indeed, such signaling is a feature of deterrence and 

coercion, or compellence. The aim is to signal a threat of future action and moti-

vate the adversary to eschew or de- escalate violence or to otherwise change 

behavior.

Before considering what concepts, strategies, and tactics are most suitable to 

contest cyber and other threats today, it is helpful to recognize that the contem-

porary environment differs greatly from the Cold War period in which major 

states developed their national security strategies and instruments. The nature 

and frequency of confrontation in the contemporary world, especially in cyber-

space, are quite different from the central challenge that deterrence addressed 

in the Cold War. During the Cold War, few said that illicit activities by mafi as, 

terrorist acts by the Red Brigades of Italy, propaganda campaigns by major pow-
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ers, or revolutionary confl icts in Southeast Asia, Africa, and South America were 

failures of deterrence. Commentators today, however, say that the Sony Pictures 

Entertainment attack, the hack of the US Democratic National Committee, and 

the takedown of the Ukrainian power grid represent failures of deterrence. Sev-

eral dubious assumptions operate here. One is that deterrence is the appropriate 

lever to counter such a wide range of hostile actions. Another is that cyber capa-

bilities and policies should be the primary tool for deterring any and all nefarious 

acts conducted by cyber means. As the eminent strategist Robert Jervis recently 

noted, “There is no such thing as cyber deterrence.”2 While this may well be an 

overstatement, the unique features of cyber capabilities—versatility, low cost, 

vast range, high speed, and diffi culty of detection and attribution—can be used 

to support a wide range of national policies including deterrence and, more 

broadly, coercion to infl uence an extensive array of adversarial activities.

The use of cyber threats (and attacks) for deterrence and compellence of hos-

tile cyber or other activities presents several nearly unique challenges. For a 

threat to be effective, the opponent needs to perceive it, but, as discussed previ-

ously, one attraction of cyber capabilities to date has been their secrecy. On the 

one hand, because cyber attacks remain generally anathema to much of the world, 

states perceive reputational risks in being exposed as active or potential attack-

ers. On the other hand, as cyber weapons spread and cyber warfare becomes 

commonplace, actors may fi nd secrecy unnecessary and unhelpful insofar as 

deterrence could be augmented by making their offensive capabilities better 

known. Further, if norms of behavior for the legitimate conduct of cyber confl ict 

are developed, then states may become more transparent, at least regarding the 

types of operations that could be justifi ed under such norms and be consistent 

with rules of armed confl ict. Of course, operational imperatives are another 

motivation for secrecy. States (and others) do not want to alert potential targets 

of possible types and methods of operations and thereby enable adversaries to 

take defensive measures that would erode offensive capabilities. The Snowden 

revelations are an example of both motives for secrecy: the United States suf-

fered reputational damage, and the revelations helped competitors to defend 

against US techniques. Whether effectiveness of deterrent threats requires an 

opponent to perceive in some detail what harm can be infl icted on it or, instead, 

whether a vague sense of possibilities is suffi cient for deterrence remains 

speculative.

Of course, it is possible, and perhaps likely, that revelations (such as Snowden’s) 

of capabilities and attacks that have already occurred give other states and non- 

state actors a sense of what can be done and thereby create a general basis for 

future deterrence and compellence. Any group contesting a state with demon-

strable capabilities such as the Stuxnet operation against Iran, the reported Israeli 

corruption of Syria’s air defenses, the Chinese penetration of US government and 

health insurer fi les, and the Russian hack into the US Democratic National Com-

mittee fi les should anticipate that similar actions can be taken against it.

Looking ahead, for deterrence and compellence to be effective, the issuer of 

such threats needs to have not only credible capabilities but also plans to win, or 
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at least not to lose, an escalatory process if the adversary does not relent. Yet, to 

date, there is no consensus on the meaning of “escalation” with cyber instru-

ments. Uncertainties surround the potential effects of many possible cyber 

moves. The inability to distinguish computer network exploitation from com-

puter network attack is fundamental in this regard. In crises or early stages of 

mobilization toward armed confl ict, states that detect adversarial penetrations 

of their networks may fi nd it diffi cult to assess whether the intentions are to 

gather intelligence or to conduct an attack—or both. They will prudentially 

assume the worst. More broadly, as Robert Jervis notes, “one could not know the 

physical, let alone the psychological and political impact, of exercising various 

cyber options; the country that is the object of the attack would assume that any 

effect was intended.”3 This situation can stimulate preemptive attack or other 

forms of escalation.

States (and other actors) will simultaneously seek to prepare for escalation 

and to minimize the risk. There is great tension between the two imperatives. 

Preparing the “battlefi eld” could advantage one or all parties to a potential con-

fl ict and could perhaps augment deterrence by motivating the adversary to back 

down. Conversely, it could lead to escalation, whether desired by one or both 

parties or not.

The tension between secrecy and deterrence exacerbates this conundrum. 

Revealing that one has penetrated or can penetrate various networks and do 

discrete kinds of harm can bolster deterrent or compellent threats. Such dis-

plays, however, weaken the weapon. For military operational purposes, as dis-

tinct from deterrence, one wants the adversary to underestimate its vulnerabilities 

and the threat one poses to it.

For these and other reasons, calculating whether and how deterrence and 

compellence by threats of cyber punishment can work is diffi cult. As Steven E. 

Miller and others note, the number and types of actors and scenarios that need 

to be deterred and compelled in the cyber domain are large. Moreover, attribut-

ing who is responsible for acts that would warrant retaliatory attack is fraught 

with technical, legal, and political diffi culties, which would obtain even if the 

conductor of deterrence and compellence threats was entirely certain of the 

effects its potential attack(s) would have. Similar concerns likely would or should 

affect strategies to use offensive cyber attacks to limit the damage adversaries 

otherwise might threaten to infl ict by cyber or other means—that is, deterrence 

by denial as distinct from deterrence by retaliation.

A number of these considerations are addressed in this volume. Three addi-

tional issues deserve mention here.

First, compellence is inherently more diffi cult to achieve than deterrence is. 

States that have committed national prestige and considerable resources to pur-

sue fundamental objectives are highly resistant to external pressures to desist. It 

is easier to deter actors from doing things they are not already doing. The Stuxnet 

attack on Iran is perhaps the leading, if not only, example of a cyber operation 

that appears to have helped motivate a determined state to halt a threatening 
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activity it was already conducting. Further research should be devoted to seeking 

examples wherein cyber threats and actions have compelled adversaries to aban-

don hostile behavior, whether such behavior is cyber related or not.

Second, the development of effective cyber defenses and hardening to cyber 

attack could signifi cantly bolster cyber deterrence and compellence. A blend of 

robust offensive and defensive capabilities could make a state’s deterrent and 

compellent threats against an adversary more credible by lessening the adver-

sary’s probability of retaliating effectively. It could also mitigate risks of escala-

tion. However, if one or more adversarial groups of states achieved defensive 

capabilities that made their offensive threats more credible, would this enhance 

stability or more likely fuel the equivalent of arms racing and crisis instability?

Third, it is an open question whether offensive cyber capabilities are more or 

less strategically valuable for weaker parties than they are for stronger ones. 

States with greater capabilities are likely to be more vulnerable and sensitive to 

disruptions in cyberspace that could affect them directly or could emerge as 

blowback from their own cyber operations. Weaker actors, whose coercive capa-

bilities, societies, and economies are less digitally dependent, may feel they have 

relatively less to lose in cyber confl ict. The Pearl Harbor analogy suggests that 

weaker parties may see comparatively less risk in conducting cyber attacks, 

though in the end the stronger party prevailed, while Lambert’s chapter on Brit-

ish economic warfare illustrates the risk of blowback from a stronger party’s use 

of economic warfare.

The Potential for Restraint
Finally, as experience with cyber confl ict is thus far rather limited, any state 

contemplating major attack—as part of a strategy of deterrence, compellence, or 

preemptive use of force—will create a precedent that could open the way for 

others to follow suit. There may be advantages to being the fi rst mover—as, for 

example, the United States felt in the use of nuclear weapons against Japan and 

the use of Stuxnet and its predecessors—but the fi rst move is rarely the last one. 

An actor’s relatively easy entry into the world of cyber confl ict practically 

ensures that once the actor gains signifi cant advantage from a type of attack, 

others will be inclined to do something similar. Notwithstanding the great 

uncertainty about the future of cyber confl ict, several dynamics currently seem 

clear enough: First, offensive cyber operations are on the rise in terms of both 

intensity and frequency. Second, capabilities to undertake far bigger attacks 

than have occurred to date are already in the hands of several states. Their ranks 

are growing. Third, the possessors of strategic cyber capabilities, even those 

employing offensive cyber operations regularly, still consciously refrain from 

exercising them to the utmost, regardless of how otherwise appealing the use of 

these weapons might appear. This pattern of caution on high- end uses holds true 

even for states that otherwise challenge the status quo.

Historical analogies and our preceding analysis prompt us to speculate what 

could be the reasons for such restraint, even if considerations vary among the 
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actors that possess the pertinent capabilities. The following factors, which we do 

not attempt to weight or ascribe to particular actors, may help explain the 

apparent moderation of offensive cyber operations to date.

• Ethical considerations and legal concerns related to the laws of armed con-

fl ict clearly are one factor, even if less obviously refl ected by Russia. Even 

in the shadowy cyber world, where few formal rules apply, most countries 

deem certain activities to be extremely unethical if not altogether illegal.

• Vulnerability to retaliation by cyber means seems to be another prominent 

concern insofar as some of the leading possessors of cyber armory are also 

heavily dependent on ICT for their prosperity and strength.

• Duality of intelligence and offensive cyber resources and opportunities 

discourages the use of offensive cyber tools for fear of compromising or 

burning unique intelligence assets.

• Uncertainty about the identity and affi liations of real sponsors of cyber 

aggression, as well as reluctance to divulge sources and methods that have 

made attribution possible, could explain inhibitions to undertake retalia-

tory cyber attacks.

• Considerations of effi cacy, and the possibilities that cyber weapons could 

underperform or over- perform, seem to inspire restraint. This seems 

especially pronounced when contemplating attacks that might have stra-

tegic consequences. Some persistent and profound concerns are that cyber 

offensives might fail to achieve the objective assigned to them, that their 

perpetrators might be exposed, and that the attacks could produce unin-

tended consequences including extensive collateral harm and damage 

bordering on the effects of using weapons of mass destruction. A particu-

larly prominent concern with cyber weapons, analogous perhaps only to 

the massive use of nuclear weapons, is the possibility that their adverse 

consequences would not only affect noncombatants in adversaries’ terri-

tories but could also seriously undermine the entire human habitat or its 

commercial lifeline, thereby also gravely harming the interests of the 

perpetrator.

• Growing concerns are that the employment of offensive cyber tools might 

not only incentivize others to use similar tools against highly sensitive 

targets but also provide adversaries the capability to reverse engineer 

these tools.

• Recognition that, once used and detected, cyber capabilities likely will not 

be usable again creates a “use only in extreme emergency” mentality.

Obviously these constraints are not of equal weight and effect on particular 

states (such as Russia). We are also at an early stage in the practice and study of 

offensive cyber operations and confl ict. The observations, analyses, and specula-

tions we offer here are meant to stimulate further analysis and debate, drawing 

on pertinent analogies from the past, and help scholars and practitioners to shape 

the future.
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