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 Summary
Artificial intelligence (AI) stands out as a transformative force that is shaping global power 
dynamics, security considerations, and economic paradigms. With general-purpose AI 
systems like OpenAI’s ChatGPT, the AI revolution has transitioned from a future prospect 
to a present-day reality that attracts significant attention from great powers and tech giants 
alike. However, alongside its promises, AI also causes skepticism when it comes to the 
future-proofing governance frameworks, broader ethical considerations, and the technology’s 
dual-use implications in the civilian and military domains.

Against this backdrop, the European Union (EU) governs AI in multifaceted ways while 
navigating geopolitical, economic, and regulatory concerns. A nuanced understanding is 
needed of the EU’s AI technopolitics and the ways this is reflected in European efforts to 
govern this field, foster AI innovation, and ensure trustworthiness. In this regard, the EU’s 
AI Act aims to regulate the use of AI systems based on risk levels, reflecting a commitment 
to the human-centric and responsible development of AI. Moreover, the EU’s pursuit of 
homegrown AI innovation underscores AI’s critical importance in bolstering European 
technological sovereignty and reducing strategic dependencies.

On the one hand, the EU views establishing a global standard through the AI Act as a 
pivotal objective, prompting discussions of a regulatory race. Such debates point not only to 
the significance of AI regulation but also to the potential for the EU to wield considerable 
influence globally. Yet, amid the global race for AI supremacy, Europe faces challenges 
in setting a gold standard for AI regulation and maintaining a technological edge. While 
specific provisions of the AI Act may exert substantial influence on global markets, Europe’s 
efforts alone will not establish a comprehensive international standard for AI.
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On the other hand, while the EU has allocated substantial investment through various pro-
grams, competition from other major economies, particularly the United States and China, 
remains formidable. In response, the EU will need to match its rhetoric of technological 
sovereignty on AI with significant funding. As things stand, there is little evidence that the 
EU will be able to pursue technological sovereignty and global leadership in the AI domain 
given Europe’s lack of major high-tech companies and investment.

Narratives of AI power and AI disruption further complicate the EU’s technopolitical 
landscape. The key questions in both sets of narratives are whom exactly they serve and what 
technopolitical realities they shape. These narratives range from framing AI as a national 
security concern to seeing the technology as a disruptive force with the potential to trigger 
paradigm shifts in the civilian and military sectors. Such narratives play a central role in 
defining policy and governance agendas for future technological progress and global reor-
dering. Often amplified by powerful actors, they structure perceptions of AI’s transformative 
potential, from utopian visions of economic growth to dystopian fears of existential risks 
with catastrophic effects.

Addressing these prevailing narratives is crucial to establishing realistic governance expec-
tations and fostering a balanced public discourse in Europe. Debunking exaggerated claims 
and focusing on tangible risks and challenges can guide EU policy actions, innovation 
efforts, and the operationalization of the AI Act in alignment with broader societal concerns 
and values.
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 Introduction
The fast-paced evolution of emerging and disruptive technologies (EDTs), such as artificial 
intelligence (AI), heralds novel forms of power, digital disruption, and economic influence 
on the global stage. With the increased use of AI systems, especially general-purpose AI 
like ChatGPT, there is a widespread perception of a rapidly unfolding AI revolution. AI is 
the new holy grail for companies involved in the technology’s development—primarily the 
field’s leaders, OpenAI and Google subsidiary DeepMind—not least given the vast profits 
and the major recognition that would come with being the first company to develop hu-
man-level machine intelligence. The rapid acceleration of AI is occurring concurrently with 
a resurgence of great-power politics, a deepening crisis in the multilateral global order, and 
the growing role of corporate tech giants in international relations. So-called weaponized 
interdependence is also proliferating across critical economic nodes, technological supply 
chains, and global information flows.1

At the same time, there is rising popular skepticism about the ability of governments and 
international organizations like the European Union (EU) to empower citizens to reap 
perceived opportunities while protecting people from the dangers of this technology. Against 
this backdrop, prevailing narratives of power and disruption are shaping the trajectories of 
technological progress and global reordering. Debunking such narratives, whether they are 
true or false, is imperative in the context of EU governance and innovation, because they 
often carry considerable influence as well as mold perceptions, policy decisions, and societal 
expectations.

For instance, according to Carnegie’s Matt O’Shaughnessy, the current “hype over AI 
superintelligence could lead policy astray,” distract attention from more pressing risks and 
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challenges, divert resources, and, consequently, shape policy actions in line with the interests 
of powerful actors.2 Exposing such approaches helps establish realistic governance expecta-
tions and contributes to a more balanced discourse on the role of AI in collective futures. 
The same can be said of the EU’s rhetoric of technological sovereignty. Despite the EU’s 
push for technological sovereignty and aspirations of global AI leadership, there is a notable 
gap between Europe’s ambition and its achievement. Notwithstanding protectionist tenden-
cies and claims of technological superiority, the EU faces challenges because of its relatively 
limited digital industry and its modest investments compared with those of great powers like 
the United States and China.

That is why a more nuanced understanding of the international and European technopolitics 
governing AI systems is needed. In this context, the term “technopolitics” refers to the 
complex interplay between AI and the geopolitical structures, power dynamics, narratives, 
norms, and economic influences that shape and are shaped by AI technologies. This analysis 
zooms in on the EU’s position in the geopolitics of AI, the current proliferation of overlap-
ping global governance and regulatory frameworks, the web of narratives surrounding AI, 
the EU’s funding and innovation initiatives, and broader ethical considerations. The goal is 
to examine the interplay between AI, regulation, and geopolitics in the EU while empha-
sizing the sociopolitical and normative implications of AI research, development, and use in 
Europe.

In the arena of AI governance, the EU faces a formidable challenge amid intensifying state 
and corporate rivalry alongside the emergence of a complex web of regulatory regimes 
worldwide. The EU’s dedication to fostering responsible AI practices is laudable. Yet, the 
bloc’s ability to forge a unified foreign policy stance on AI, cultivate strategic partnerships 
with major allies, implement the EU’s AI Act effectively across the member states, and 
navigate the myriad of international governance initiatives will be pivotal in shaping AI’s 
global trajectory. As Europe seeks to assert itself as a leading force in AI governance, these 
strategic imperatives will serve as key indicators of the union’s technological power, global 
influence, and efficacy in navigating the increasingly competitive landscape of AI regulation 
and innovation.

The technopolitics of AI becomes evident through narratives of the technology’s power and 
disruption. These narratives are not merely rhetorical tools wielded by powerful actors but 
integral components of world politics and the broader technopolitical and social landscape. 
The crucial concerns with both types of narrative are which actors they serve and what tech-
nopolitical realities they shape. The dominance of such narratives, which cast AI as a har-
binger of both power and disruption, has significantly influenced decisionmaking processes, 
policy agendas, investment priorities, and public perceptions. While not entirely incorrect, 
these narratives can be misleading in their portrayal of AI’s potential and overly restrictive in 
defining the range of possible AI futures. Rooted in aspirations of global leadership, military 
prowess, and economic dominance, these narratives often overlook nuanced considerations 
of ethics, norms, values, rules, governance, and societal impact. As AI technologies continue 
to evolve, it becomes imperative to critically evaluate these narratives.
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This analysis views AI systems not as neutral but as a social construct influenced by the 
discourses, visions, values, societal norms, economic and security interests, and power struc-
tures of the technology’s creators, funders, deployers, and users. The notion of AI technop-
olitics acknowledges that the creation, benefits, and control of AI are not evenly distributed. 
Certain regions and actors, such as governments, institutions, large corporations, and expert 
communities, wield significant influence in shaping the narratives and, consequently, the 
trajectories of AI’s development and governance.

In essence, the concept of AI technopolitics recognizes that the technology is not merely a 
technical phenomenon but a sociotechnical one: decisions about design, deployment, and 
governance foreground power dynamics and have far-reaching implications for geopolitical 
rivalries, governance structures, social relations, and the distribution of benefits and risks 
in society. Therefore, to better understand the EU’s position, it is crucial to untangle the 
rhetoric surrounding AI’s geopolitical and transformative potential and the way this poten-
tial impacts global and European power structures and economic paradigms.

 Scripting the Future: Probing Narratives of 
AI Power and Disruption
Narratives of AI’s power and disruption share a common thread: the seeming inevitability 
of the technology’s transformative impact.3 First, these narratives maintain that it is un-
avoidable to imagine a future in which AI power is not translated into technological arms 
races, contests over global leadership, and struggles for economic influence among states 
and corporate players. Second, it is argued, an AI-induced disruption is an all-pervasive and 
inevitable transformation, which may go as far as to lend agency to AI models that transcend 
human control. Yet, the key questions with both types of narrative are whom they serve and 
what technopolitical realities and public perceptions they shape.

Narratives of AI Power

Narratives of power influence critical decisions about which AI applications will receive 
funding, regulatory guidelines, or societal acceptance. They also set expectations of what role 
AI will play in enhancing geopolitical power in a new arms race to harness AI as a critical 
strategic enabler for national and European security. There are important sociopolitical 
implications to the claim that AI is a crucial instrument of statecraft, power projection, and 
economic prowess that will irrevocably affect the rise and fall of polities.4

The EU is no exception in this regard. With its European AI Strategy, the EU aims to 
strengthen its technological sovereignty and become a world-class hub for AI, both by trying 
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to build strategic leadership in this sector and by ensuring that AI is human-centric and 
trustworthy.5 Such ambitious goals have been translated into a specific European approach 
to fostering excellence and trust in this domain, from boosting the innovation, development, 
and uptake of AI across the bloc to putting forward a harmonized legal framework for 
trustworthy AI, as set out by the AI Act.6

However, amid the discourse surrounding the EU’s technological sovereignty and a surge 
of initiatives aimed at positioning the EU as a leader in AI, a closer examination reveals a 
significant disparity between rhetoric and reality. Despite the EU’s concerted efforts to assert 
its AI sovereignty through various strategies, including protectionist measures and aspi-
rations of technological superiority, the path to true leadership is fraught with challenges. 
With a limited digital tech industry and relatively low investment compared with industry 
giants like the United States and China, the EU’s ambitions of technological sovereignty and 
AI leadership face considerable hurdles.

The AI Act, on which the European Parliament and the EU Council reached an agreement 
in December 2023 after lengthy negotiations, also faces obstacles. The act is the world’s 
first-ever attempt to legislate for a comprehensive, horizontal, and risk-based regulation of 
AI systems in use. With its narrative of trustworthy AI, the EU is defining its vision of an 
AI-disrupted future while aiming to consolidate its role as a normative power in the field 
of AI governance.7 Yet, the EU will need to grapple with several challenges in its quest to 
establish the bloc as a benchmark for AI regulation and retain its technological primacy. 
While certain aspects of the act may have considerable sway over global markets, Europe’s 
regulatory efforts alone are insufficient to set forth a comprehensive global standard for AI.

The EU’s efforts to establish technological sovereignty, especially in the realm of AI systems, 
are intrinsically linked to the bloc’s pursuit of strategic autonomy in defense. For instance, 
as the EU seeks to enhance its security and defense capabilities, the European Defence 
Fund supports actions that can help develop EDTs based on concepts that originate from 
“non-traditional defence’s state-of-art” or emerging technologies like AI systems.8 Such 
technologies are equally disruptive in the civilian and the military domain; in the latter, they 
contribute to the development of innovative defense systems.

Indeed, the ongoing war in Ukraine has become an AI war lab for tech giants. Companies 
including Palantir, Microsoft, Amazon, Google, Clearview AI, and others have collaborated 
with Ukrainian armed forces to provide advanced technologies and support for Ukraine 
against Russia’s aggression.9 This collaboration has turned Ukraine into a laboratory for test-
ing military technologies, including AI, drones, and facial-recognition software. This close 
partnership between defense forces and tech giants aims not only to assist in the immediate 
conflict but also to develop Ukraine’s tech sector for long-term economic growth.

Yet, the increasing experimentation with military AI technologies highlights the complex-
ities and ethical concerns surrounding the use of these technologies in wartime as well as 
the potential global implications of such collaboration. One immediate takeaway is that 
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the theater of conflict serves as a crucible for unfolding AI power in the realm of warfare. 
Against this backdrop, tech companies emerge as independent actors that wield outsize 
power, while military decisions are likely to be handed off to algorithms.

In the global race for AI supremacy, all major economies, including the EU, are fervently 
striving to secure their technological power and leading position.10 The United States asserts 
its dominance by leading the world with the highest total private investment in the field. 
In 2022, the United States secured $47.4 billion in AI investment, approximately 3.5 times 
more than the next-highest contributor, China, which reported $13.4 billion. The United 
States is also home to the largest number of newly funded AI companies, surpassing the 
combined total of the EU and the United Kingdom almost twofold and outpacing China 
with 3.4 times as many enterprises.11

Europe, despite its scientific excellence, finds itself trailing behind, especially on the financ-
ing front. To compete on the global stage, emerging startups require substantial financial 
backing, and there is a pressing need to fortify and interconnect high-tech ecosystems across 
Europe to effectively transform innovative ideas from the lab to the market and, important-
ly, into global commercial success. The European Commission has taken several measures 
to advance AI technologies: the Horizon 2020 program allocated €1.5 billion ($1.6 billion) 
to AI in 2018–2020; the Digital Europe Program, as part of the EU’s 2021–2027 multiyear 
budget, dedicated an additional €2.5 billion ($2.7 billion) to investing in and opening up 
the use of AI by businesses and public administrations.12

Nevertheless, the question is whether this financing will be enough to preserve Europe’s 
technological power, sovereignty, and economic security. The EU needs to contend with 
formidable corporate players and states that are leveraging huge amounts of funding and 
jostling for a first-mover position on both the innovation and the regulation of AI. On the 
regulatory front, building trustworthy AI and addressing the risks generated by specific uses 
of AI may prove equally challenging. With the AI Act, the EU aims to address such risks 
through a set of complementary, proportionate, and flexible rules. The legal framework set 
out by the act is based on four levels of risk and introduces dedicated rules for general-pur-
pose AI models. However, AI systems are continually evolving and may amplify risks or 
challenges in unforeseen ways, such as exacerbating social inequalities, exposing security 
vulnerabilities, endangering defense applications, and restricting access to technological 
benefits.

For the AI Act to become an influential global rule book, the EU will need to successfully 
operationalize and future-proof the legislation once it enters into force—expected by 
2026—by making sure that the act effectively mitigates potential future harms and dispar-
ities. Yet, it remains to be seen whether these rules will also provide Europe with a leading 
role as a powerful global actor in setting an international regulatory gold standard.
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Narratives of AI Disruption

At the same time, AI systems are often framed as disruptive technologies. The commission 
refers to a disruptive technology, including AI, as one that induces 

“a disruption or a paradigm shift, i.e. a radical rather than an incremental 
change. Development of such a technology is ‘high risk, high potential 
impact’, and the concept applies equally to the civil, defence and space 
sectors. Disruptive technologies for defence can be based on concepts or 
ideas originating from non-traditional defence actors and find their origins 
in spin-ins from the civil domain.”13 

This rather general definition focuses on dual-use, enhanced or new AI technologies that 
bring about a radical change, including a paradigm shift in the concept and conduct of 
civilian and military affairs, like replacing existing technologies or rendering them obsolete.

This definition leaves ample room to ask what AI-triggered disruption means, what the 
effects are of powerful actors heralding this disruption, and what the broader sociopolitical 
contexts are within which disruptive technologies emerge. There is also the important 
question of how to separate fact from fiction in the context of often-hyped AI develop-
ments. Narratives of AI disruption are intimately linked to narratives of geopolitical and 
economic power on the global stage. In the case of AI, “the confusion over what disruption 
means, who exercises it, and upon whom is not a coincidence: rather, disruption’s polysemy 
[multiple meanings] is structurally produced as a way to disguise ongoing capitalist crisis as 
a technical problem that market innovations can solve,” in the words of political scientist 
Charmaine Chua.14 Narratives of technological disruption have become powerful instru-
ments to cement depictions of either attainable, desirable futures of economic growth and 
societal progress or dystopian renderings of catastrophic risks. These narratives also prescribe 
the kinds of speculative futures that should be attained by AI-led technological innovation 
and progress in both the civilian and the military domain.

The notion of disruption implies a preexisting, linear, temporal dimension that is meant to 
be disrupted, and the mere claim of disruption is a performative act that can—but does not 
always—trigger, enable, or enact preimagined sociotechnical utopian or dystopian futures.15 
For instance, it is now uncontroversial to think that an AI-induced extinction of humanity 
is a genuine possibility. In terms of dystopian narratives of disruption, the existential risk of 
artificial general intelligence (AGI) is a powerful and radical idea—that substantial progress 
in this field could result in human extinction or an irreversible global catastrophe on a par 
with nuclear annihilation or a pandemic. There are also growing fears and superstitions 
stemming from the belief that sci-fi-esque AI superintelligence will soon emerge and take 
over humanity.16 The first step to demystifying such popular and contested narratives is to 
collect more concrete evidence about the underlying claim that AI will represent an existen-
tial risk. Yet, it is equally important to recognize these narratives’ power of persuasion and 
explore their origins and whom they serve.
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European Commission President Ursula von der Leyen adopted a similar narrative in her 
2023 State of the Union address, when she quoted from a statement by the Center for AI 
Safety: “Mitigating the risk of extinction from AI should be a global priority alongside other 
societal-scale risks such as pandemics and nuclear war.”17 At the same time, von der Leyen 
underlined the narrative of power, noting that “AI is a general technology that is accessible, 
powerful and adaptable for a vast range of uses—both civilian and military.”

 The EU at the Helm? Navigating AI 
Geopolitics and Governance
The past year has witnessed unprecedented advancements in the capabilities of AI systems, 
coupled with numerous international, European, national, and civil society initiatives to 
govern and regulate this field. The year 2023 was marked by significant progress in estab-
lishing AI governance frameworks as well as intense competition and strategic positioning 
among leading nations and international organizations, particularly the United States and 
China, and, to a certain extent, the EU.

This geopolitical rivalry extends beyond technological competition and also encompasses 
norms promotion, standard setting, the security of supply chains, economic security, and 
even ideologically driven liberal and illiberal narratives about the future trajectories of AI. 
Advanced militaries are actively pursuing sophisticated and dual-use AI technologies while 
experimenting with, prototyping, and deploying increasingly autonomous functions across 
the battlefield and in the cyber-physical domain.18 The dynamics between AI innovation, 
regulation, and geopolitics are thus a feature that defines and structures world politics.

For the EU to be at the helm of international AI governance would signify a concerted effort 
to shape the global norms, standards, and regulations that govern the development and 
deployment of AI technologies. Such a position would reflect the EU’s ambition to promote 
a human-centric and trustworthy approach to AI. This goal aligns with the EU’s broader 
objective of fostering technological sovereignty and AI innovation while ensuring the protec-
tion of fundamental rights and values. Achieving a leadership position would entail actively 
participating in multilateral forums, collaborating with partners and other stakeholders, and 
advancing proposals for harmonized regulatory frameworks that address the complexities 
and challenges posed by AI technologies.

However, in realizing this ambition, the EU faces several obstacles, not least the diversity of 
interests among its member states and the fragmented nature of its decisionmaking processes. 
While the EU has made strides in advancing AI governance through initiatives such as the AI 
Act, the union’s influence on the global stage remains limited compared with that of dominant 
players like the United States and China. Moreover, the lack of a unified approach among EU 
member states can hinder the bloc’s ability to speak with a coherent voice on the global stage.
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The Geopolitics of AI and Technological Power

At the international level, the geopolitics of AI unfolds as a high-stakes rivalry among 
great powers, notably the United States and China, engaged in a complex race to establish 
supremacy in developing AI capabilities and setting international norms. This rivalry has 
far-reaching implications for Europe’s economic aspirations, military power, and global 
influence. The United States, home to leading tech giants and cutting-edge research in-
stitutions, leverages its technological innovation to maintain a global competitive edge. 
Conversely, China, propelled by state-backed initiatives and a massive pool of data, seeks to 
assert its dominance in AI applications, posing a formidable challenge to Western leadership. 
China is also leading the way in AI regulation by publishing pioneering strategies to govern 
AI systems.19

Increasingly, both states view AI as a crucial element of national security, having integrated 
it into their security and defense strategies and raised concerns about an AI arms race and 
the weaponization of AI.20 For instance, in August 2023, the U.S. Department of Defense 
launched a new task force to investigate the possibility of using generative AI (GenAI), such 
as large language models (LLMs), for military missions.21 Yet, while the United States and 
China are global AI rivals, they are also the most important AI collaborators. According 
to a 2023 report by Stanford University, the number of AI research collaborations between 
the two competitors quadrupled between 2010 and 2021, although the rate of collaboration 
has since slowed significantly and will likely continue to do so because of national security 
concerns.22

Whoever is winning the AI arms race, however, is not the key issue. Rather, the mere per-
ception of an arms race may push governments and tech giants to eschew trustworthy and 
responsible AI and cut corners in safety research and regulation. This could be disastrously 
risky. Besides, fears that illiberal and autocratic China might catch up with Western liber-
al-democratic contenders may jeopardize efforts to endorse AI governance and regulatory 
initiatives that could slow down dangerous developments. Equally, the perception of an AI 
arms race may impede the creation of a global AI governance framework.

Despite not being able to leverage the same scale of tech giants or state-backed initiatives as 
the United States and China, the EU has used its research base, as well as its regulatory and 
market power, to govern AI systems responsibly according to the rule of law and democratic 
oversight.23 While AI has become an important “tool of power politics” and of national 
security for individual states, the EU has approached the technology “primarily from an 
economic, social, and regulatory” angle, in the words of political scientist Ulrike Franke.24 
At the same time, the EU has increasingly adopted the language of power and a geopolitical 
stance toward critical dual-use technologies like AI. According to European Commissioner 
for Internal Market Thierry Breton, mastery of technology is central to the “new geopolit-
ical order.”25 As early as 2019, at the start of her mandate at the helm of what she called a 
geopolitical commission, von der Leyen noted, “First, we must have mastery and ownership 
of key technologies in Europe. These include quantum computing, artificial intelligence, 
blockchain, and critical chip technologies.”26
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Gaining this mastery is, of course, easier said than done. Several challenges are noteworthy, 
particularly the EU’s unique and hybrid polity, which requires better coordination between 
and across EU institutions and member states. Crafting a common EU foreign policy and 
security agenda on AI is another priority area for EU and national decisionmakers. Likewise, 
addressing the dominance of U.S.-driven AI innovation and research in Europe is a key 
concern for the EU’s strategic autonomy, technological sovereignty, and economic security to 
prevent dependencies.27

There is also a risk of growing nationalist tendencies and protectionist state actions that can 
further accelerate the geopolitical race for AI and deepen digital divides.28 The EU’s own 
efforts to build up its digital and technological sovereignty mean that it, too, risks falling 
into the protectionist trap. Besides pursuing a deeper strategic partnership with the United 
States, the EU will need to cultivate other geopolitical contenders and potential partners, 
such as India, Israel, Japan, South Korea, Taiwan, and the United Arab Emirates, that have 
meaningful roles to play in shaping the future of AI.

Two further important questions are what AI means for the concentration of corporate 
hegemony and what role tech giants play in world politics. Before 2014, when Google 
acquired DeepMind, most notable machine-learning models were released by academia; 
however, a noteworthy shift has taken place since, with industry assuming a dominant role. 
In 2022, the landscape displayed a stark asymmetry, with thirty-two major machine-learn-
ing models originating from the industry, while academia contributed merely three.29 This 
transformation underscores the evolving dynamics of the field, in which corporate entities 
have become the primary drivers of influential innovation. This trend includes the monop-
olization of critical infrastructure connectivity nodes, such as satellites and undersea cables; 
the commodification of big data and data extraction; the leveraging of colossal budgets 
for AI innovation; the headhunting of leading AI talent; and the control and amassing of 
impressive compute capacity.

The United States stands as the EU’s closest ally and strategic partner, and transatlantic 
collaboration on trustworthy AI and other crucial governance matters is essential in con-
fronting challenges posed by fast-evolving AI models.30 However, framing U.S.-European 
cooperation on AI solely in the context of countering China is not the most prudent ap-
proach. While there is a shifting sentiment in Europe regarding China, it is significant that 
Europeans do not necessarily share the U.S. sense of urgency in pushing back against China. 
Consequently, the U.S. aspiration to leverage transatlantic AI cooperation as a strategy to 
curb Chinese influence might have limited resonance in Europe. This has been evidenced by 
French President Emmanuel Macron’s call for Europe to reduce its reliance on the United 
States and steer clear of entanglements in the increasing tensions between Washington and 
Beijing.31 Implicit in this vision is an aspiration for European strategic autonomy and a desire 
for the EU, possibly under France’s leadership, to emerge as a distinct and influential third 
superpower on the global stage.
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Initiatives like the EU-U.S. Trade and Technology Council (TTC) and the Global 
Partnership on Artificial Intelligence (GPAI)—an international, multistakeholder initiative 
to guide the responsible development and use of AI consistent with human rights, fun-
damental freedoms, and shared democratic values—highlight the shared commitment to 
responsible AI.32 In May 2023, after the fourth meeting of the TTC, European Commission 
Executive Vice President Margrethe Vestager revealed a collaborative EU-U.S. effort to 
formulate an AI code of conduct to be presented to Group of Seven (G7) leaders, with 
companies encouraged to participate voluntarily. The objective of establishing nonbinding 
international standards that encompass risk audits, transparency, and other requirements for 
AI companies was reached in October 2023, when G7 leaders agreed on the International 
Guiding Principles for AI and the Code of Conduct for AI developers.33

The Race to AI Governance and Regulation

The race to innovate on AI has also triggered a race to regulate.34 The increased visibility of 
the technology’s risks and challenges has led to calls, especially in the EU, for policymakers, 
regulators, and civil society organizations to look beyond the opportunities and benefits by 
putting forward governance and regulatory frameworks that ensure AI is human-centric, 
responsible, safe, and trustworthy. With the surge of GenAI systems like ChatGPT, regulat-
ing the use of such systems in society, the economy, and the workplace is crucial to mitigate 
unforeseen or undesirable consequences.

Hence, the question of how to ensure effective and adequate governance of AI has become 
front and center in global and domestic debates. Besides minimizing risks and challenges, 
such governance and regulatory frameworks could enable better and faster uptake of AI in 
the public and the private sector, boost legal certainty, and, therefore, contribute to advanc-
ing economies’ positioning in the global race. Over the past few years, several international, 
European, and national governance and regulatory frameworks for AI have emerged, 
alongside the creation of high-level expert and advisory groups as well as various multilateral, 
minilateral, and bilateral forums.

Given the absence of a single, comprehensive global governance structure for AI, this recent 
proliferation of initiatives can be understood as a regime complex—a network or system of 
interconnected international agreements, institutions, and norms that govern a particular 
issue or area. Indeed, the global and cross-border nature of AI technologies and AI-related 
challenges, coupled with the interconnectedness of economies, calls for multilateral and 
multistakeholder collaboration to develop shared principles and standards.

This backdrop should mandate a collective approach to establishing an effective and adaptive 
global governance framework. However, the current landscape of initiatives presents a frag-
mented and overlapping regime complex that reflects the varying needs, interests, and values 
of different regions, governments, and stakeholders. This emerging competition to set global 
norms will be difficult for the EU to navigate, not least because the bloc currently relies on 
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what law professor and Carnegie nonresident scholar Anu Bradford has called the “Brussels 
effect”—the EU’s unilateral power to regulate global markets.35 In the case of AI, this 
approach “aims to enact effective domestic regulations on AI developments, and then rely on 
the direct or extraterritorial effects of such regulations to affect the conditions or standards 
for AI governance in other jurisdictions,” in the words of researchers Matthijs Maas and José 
Jaime Villalobos.36

Yet, will the EU’s AI Act have a Brussels effect and become the global gold standard for 
AI regulation? EU legislators often invoke this effect as a driving force behind the act’s fast 
ratification. The EU’s rush to approve the legislation has been fueled not only by the act’s 
primary objectives of safeguarding European consumers and, to a lesser degree, fostering AI 
innovation in the bloc: it has also been driven by a fear that Europe risks forfeiting its edge 
in digital governance as rival nations bolster their regulatory capabilities, narrowing the gap 
with the EU. This erosion of the union’s comparative advantage threatens to diminish the 
EU’s pivotal role as a primary driver of global regulatory standards.

A variety of multilateral organizations have published principles for AI governance, such as 
the Organisation for Economic Co-operation and Development’s (OECD’s) Principles on 
Artificial Intelligence; the GPAI’s principles for responsible stewardship of trustworthy AI; 
the United Nations Educational, Scientific, and Cultural Organization’s Recommendations 
on the Ethics of Artificial Intelligence; and the EU’s Ethics Guidelines for Trustworthy 
AI.37 The Council of Europe, an international human rights body, set up the Committee 
on Artificial Intelligence at the beginning of 2022 to develop a Framework Convention on 
Artificial Intelligence, Human Rights, Democracy, and the Rule of Law.38

Tech giants have also put forward various AI principles, such as Microsoft Azure’s AI 
Principles, which offer a guide for the development and application of AI in the company, 
and Google’s Ethical AI Principles, which serve as a framework for evaluating new AI 
products and features. Other examples include Amazon’s commitment to the responsible use 
of AI technologies and OpenAI’s approach to AI safety. Meanwhile, the World Economic 
Forum’s Global AI Governance Alliance is an initiative that unites industry leaders, govern-
ments, academic institutions, and civil society “to champion responsible global design and 
release of transparent and inclusive AI systems.”39

To delineate the corporate ethical AI agenda, three broad regulatory strategies are possible: 
first, an absence of legal regulation, with ethical principles and responsible practices rele-
gated to voluntary and nonbinding commitments; second, a middle ground involving soft 
regulatory frameworks that do not substantially conflict with innovation and profitability; 
and third, hard regulation that restricts or prohibits the deployment of the technology.

Predictably, the tech sector leans toward the first two options and resists the third. This pref-
erence is exemplified by the Tech Accord to Combat Deceptive Use of AI in 2024 Elections, 
which was signed by twenty companies, including Adobe, Amazon, Google, IBM, Meta, 
Microsoft, OpenAI, TikTok, and X, and announced during the 2024 Munich Security 
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Conference.40 While it is promising to see such companies acknowledge the wide-ranging 
harms posed by AI, the principles proposed under the accord are generic and reactive and 
do not proactively address the potential weaponization of content that is deceptively fake 
or alters the appearance, voice, or actions of political figures during elections. The accord’s 
commitments are declaratory and lack nuance in terms of defining harmful AI-generated 
content, disinformation, and weaponization.

At the national level, according to   Stanford University’s 2023 report, countries passed 
thirty-seven AI-related bills in 2022, and as of 2023, more than sixty countries had pub-
lished national AI strategies.41 Most of these regulations not only call for better analysis and 
understanding of AI and its potential risks and benefits but also demand that AI developers 
be made accountable for the actions of their inventions.

Indeed, in the United States several guidance documents and voluntary frameworks have 
emerged in the past few years, such as the AI Risk Management Framework of the U.S. 
National Institute of Standards and Technology (NIST), published in January 2023, and 
the White House’s Blueprint for an AI Bill of Rights, a set of high-level principles issued in 
October 2023.42 In February 2024, the administration of U.S. President Joe Biden named 
Elizabeth Kelly, a top driving force behind the president’s October 2023 executive order on 
the development and use of AI, as the director of the new U.S. AI Safety Institute (USAISI) 
at NIST.43

The administration also announced the creation of the U.S. AI Safety Institute Consortium, 
to be hosted under the USAISI. This consortium will bring together AI developers, research-
ers, government officials, industry experts, and civil society representatives in support of 
advancing the development and implementation of safe and trustworthy AI. Aligning with 
Biden’s landmark executive order, the consortium will play a pivotal role in taking priority 
actions, such as devising guidelines for red teaming, conducting capability assessments, 
managing risk, ensuring safety and security, and implementing measures to authenticate 
synthetic content.

Meanwhile, China has demonstrated its active engagement in formulating principles and 
regulations to govern AI, from the 2017 New-Generation AI Development Plan and ex-
pert-driven initiatives such as the 2019 Governance Principles for New-Generation AI to, 
most notably, the 2023 Measures for the Management of Generative AI Services.44 As for 
the EU, despite the innovative nature of the AI Act, it remains to be seen how the union will 
navigate the interplay between voluntary principles, codes of conduct, soft laws, norms, and 
binding regulations.

The development of GenAI has led to an array of new initiatives, including the OECD’s 
2023 G7 Hiroshima Process on Generative AI.45 Shortly after the G7 agreed on its AI prin-
ciples and code of conduct, the United Kingdom in November 2023 hosted the AI Safety 
Summit, which gathered senior government officials, executives of major AI companies, and 
civil society leaders to lay the foundations for a global AI safety regime.46 The result was the 
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Bletchley Declaration, a joint commitment by twenty-eight governments and leading AI 
companies that called for advanced AI models to undergo safety checks before deployment.47

Both the G7 commitments and the Bletchley Declaration recognized the risks of advanced 
foundation models and set out voluntary best practices for the industry. In October 2023, the 
UN announced the creation of an AI Advisory Body to issue guidance on the risks, opportu-
nities, and international governance of AI.48 It remains to be seen how this thirty-nine-member 
body will support the international community’s efforts to govern AI and build a global 
scientific consensus on risks and challenges. In a surprisingly fast development, the advisory 
body launched an interim report on governing AI as early as December 2023.49

While the EU had a head start and a first-mover advantage in setting the global agenda 
with its AI Act as a blueprint for other governments, the regime complex highlights an 
increasingly crowded AI global governance landscape that will be difficult to navigate. It has 
been reported that the European Commission is preparing to push back against a U.S.-led 
attempt to exempt the private sector from the Council of Europe’s work to develop a frame-
work convention for AI.50 The EU’s goal is to create as much alignment as possible with the 
AI Act, but there are pending issues related to the scope of the convention, such as whether 
to exempt companies by default, with the option for signatories to involve the private sector 
voluntarily, and what a national security exemption should look like. In this respect, the 
commission is in favor of clearly excluding from the convention AI systems developed solely 
for national security, military, and defense purposes, in line with the AI Act and the posi-
tions of EU member states such as France.

The global AI regime complex also indicates the emergence of an international epistemic 
community for sharing narratives of safe, trustworthy, and responsible AI. According to 
researchers from the University of California and Princeton University, this community “is 
sustained through its mutually reinforcing community-building and knowledge production 
practices” in various online and offline forums.51

The EU and its member states should take an active part in, or at least keep a close eye on, 
such initiatives to ensure that these forums are not watered down, avoid divisions among 
member states, and strengthen the EU’s common position on responsible AI and AI safety. 
Any effective EU AI policy toward the United States and China will also depend on a 
common EU foreign policy on AI, which currently seems to be lacking.

Finally, any global approach to AI governance that omits China is poised to yield only mar-
ginal results, whereas the inclusion of China would invariably reshape the agenda. The latter 
scenario would introduce into debates a myriad of contentious issues to do with democracy 
and human rights, thus expanding the scope of discussions and altering the prevailing 
narrative to reflect China’s distinct perspective on AI governance and policies.
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 To Innovate or to Regulate? That Is the 
Misleading Question
The EU finds itself at the crossroads of AI innovation and AI regulation. A tension arises 
from the challenge of fostering innovation to maintain global competitiveness on AI while 
establishing robust regulatory frameworks that address concerns related to fundamental 
rights, democratic principles, and societal impact. Striking the right balance is crucial for 
the EU to harness AI’s transformative potential while upholding the union’s commitment to 
human-centric and responsible development of AI.

The European Commission has emerged as a prolific policy entrepreneur that has put 
forward numerous governance measures to mitigate this dilemma. These include policy 
initiatives and projects to create expert groups, financing platforms for industry consortia, 
public-private partnerships on AI-enabling technologies, and a proposed AI regulation as 
part of the EU’s broader digital strategy. Yet, questions remain about whether such initiatives 
are too little too late to consolidate the EU’s position in both the innovation race and the 
race to regulate, as well as whether a push for fast innovation can be easily married with 
hard regulation and strong ethical standards for the research, deployment, and use of AI.

The commission first solidified its agenda-setting role on AI in 2018 by creating the AI 
High-Level Expert Group (AI HLEG) to spin in and harness technoscientific, legal, and cor-
porate expert knowledge on AI. The group gathered fifty-two experts from academia, civil 
society, and industry and acted as a steering body for the European AI Alliance, set up by 
the commission as a multistakeholder forum for dialogue on the future of AI across Europe.52 
This expertise-building initiative underscored the commission’s efforts to structure this 
emerging technology as a legitimate area for EU policy action. By supporting the AI HLEG 
with a communication on AI in April 2018 and a set of ethics guidelines for trustworthy AI 
in April 2019, the commission further positioned itself as the key driver of a human-centric 
approach to the technology.53 In June 2019, the AI HLEG presented a list of thirty-three 
policy and investment recommendations on how to boost European industry.54 This docu-
ment was a detailed plan and vision that established the first steps to define the conditions 
under which AI should be developed and implemented in the EU’s internal market.

In February 2020, the commission published a series of documents, including a white paper 
on AI, that underscored the EU’s objective of becoming a front-runner in both the inno-
vation and regulation of AI systems. According to the white paper, the EU can “become a 
global leader in innovation in the data economy and its applications.”55 The main building 
blocks to achieve this goal are an “ecosystem of excellence” that mobilizes private and public 
sector resources along the entire value chain and an “ecosystem of trust” that ensures legal 
certainty for public and private sector organizations as well as rules to protect fundamental 
and consumer rights.
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While innovation and regulation may appear to be opposing forces, the EU’s approach 
recognizes that they are in fact complementary and mutually reinforcing. Effective regula-
tion can provide a clear legal framework that fosters trust and confidence in AI technologies, 
thereby enabling their responsible adoption and widespread use. At the same time, innova-
tion-driven policies can spur creativity and entrepreneurship, leading to the development 
of AI solutions that meet societal needs while complying with regulatory requirements. By 
striking a balance between innovation and regulation, the EU aims to create an enabling 
environment that promotes responsible AI innovation while safeguarding fundamental 
rights and values.

Safeguarding Economic Security and Innovation

When it comes to creating an AI ecosystem of excellence, an important initiative is AI 
Watch, which the commission launched in December 2018 as a knowledge service to mon-
itor the development, uptake, and impact of AI across Europe.56 AI Watch tracks the EU’s 
industrial, technological, and research capacity in AI as well as AI-related policy initiatives 
in the member states. According to AI Watch, the EU invested between €13 billion and 
€16 billion ($14–17 billion) in AI in 2020.57 That year, because of the COVID-19 outbreak, 
the EU’s AI investments grew by only around 24 percent, compared with approximately 47 
percent in 2019. The EU’s target is to invest €20 billion ($22 billion) per year by 2030.58 At 
the national level, France, Germany, Ireland, Italy, and Spain each invested over €1 billion 
($1.1 billion) in AI in 2020. France and Germany, the two countries that invested the most 
in AI, also increased their investments by more than the EU average.

In terms of Europe’s AI investments relative to those of other major economies, the numbers 
are not encouraging. According to AI Watch, the United States spends nearly twice as much 
as the EU—and 2.7 times more on a per capita basis—on AI research and development and 
AI-related complementary assets.59 This discrepancy raises questions about narratives of AI 
power and how the EU can maintain its technological edge in this field. To mitigate such 
gaps, the EU in 2021 outlined how the commission and the member states can harness the 
advantages of integrating AI into the EU’s economic, societal, and environmental strategies.60 
More worryingly, in a 2022 report, the commission warned that control over technology is 
an increasingly crucial geopolitical battleground and that the EU is losing the investment 
race in various EDTs, such as quantum computing, fifth-generation (5G) technology, AI, 
and biotechnology.61

The commission’s 2022 report further painted a bleak picture of AI investment from sources 
other than companies, such as venture capital and private equity: in 2015–2022, the United 
States captured 40 percent of all such funding globally, Europe 12 percent, and Asia (includ-
ing China) 32 percent.62 The report did not mention EU research and development funding 
programs as a solution but instead proposed deepening EU banking and capital market 
integration to allow more private investment. The report reflected a shift at the EU level 
toward the prioritization of scientific links and a proactive research and innovation agenda 
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with like-minded democracies and partners. The report also listed key imperatives for the 
commission, the member states, and private stakeholders, including expediting AI invest-
ments to ensure a resilient economic and social recovery from the pandemic, implementing 
AI strategies and programs to maximize the EU’s first-mover advantage, and harmonizing 
AI policies to eliminate fragmentation.

In 2020, the European Investment Bank launched a €150 million ($162 million) facility to 
invest in AI alongside fund managers and private investors, while the European Investment 
Fund launched a pilot for an AI and blockchain investment scheme worth €100 million 
($108 million).63 Beyond these funds, the commission made additional resources available 
under the EU’s 2021–2027 budget and the post-pandemic NextGenerationEU program, 
specifically the Recovery and Resilience Facility, which will pay particular attention to 
strategic technologies like AI. In June 2023, the commission proposed a European economic 
security strategy, which aims to promote European competitiveness, protect the EU from 
economic security risks, and partner with countries that share the union’s economic security 
concerns.64

The following month, Belgium, Finland, the Netherlands, Portugal, and Slovakia signed 
a joint nonpaper on the EU’s open strategic autonomy. The nonpaper sought to ensure 
the union’s capacity to cope alone if necessary but did not rule out cooperation whenever 
possible. The document also called on the EU to come up with a coordinated technology 
strategy, advance excellence in research and innovation, and speed up the transfer of tech-
nologies from the lab to scalable companies.65 The nonpaper’s framing of AI in economic 
security terms indicates a protectionist turn in efforts to foster an EU ecosystem of excel-
lence: according to the document, the EU should curb certain exports to or investments in 
third countries while assessing the economic risks posed by the potential leakage of critical 
technologies amid rising geopolitical tensions with China.

In early October 2023, the commission adopted a recommendation on critical technology 
areas for the EU’s economic security.66 Out of ten areas, the recommendation identified four 
that the commission considered highly likely to present the most sensitive and immediate 
risks related to technology security and technology leakages: advanced semiconductor 
technologies, AI technologies, quantum technologies, and biotechnologies. These areas were 
selected on the basis of the following criteria: the enabling and transformative nature of the 
technologies; the risk of civil-military fusion, a clear hint at China’s civil-military fusion 
strategy; the technologies’ relevance for both the civilian and the military sector and their 
potential to advance both domains; the risk that uses of certain technologies could under-
mine peace and security; and the risk that the technologies could be used in violation of 
human rights.

In January 2024, the commission rolled out a comprehensive AI innovation package to 
foster a more thriving European AI ecosystem, in which startups and innovators can work 
closely with industrial users, attract investment in the EU, and have access to the key 
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building blocks of AI, namely data, computing, algorithms, and talent.67 This is a promising 
step in the right direction. The initiatives in the package also aim at boosting European 
startups and small- and medium-sized enterprises (SMEs) engaged in the development of 
trustworthy AI that would align with EU values and regulations. In this regard, von der 
Leyen in September 2023 unveiled a pioneering initiative to grant European AI startups 
access to Europe’s supercomputers to enable them to train their trustworthy AI models.68 
Initiating this vision, the commission in November 2023 introduced the Large AI Grand 
Challenge, a competition that offers financial support and supercomputing resources to 
successful AI startups.

To fortify the leadership of European startups and cultivate the growth of competitive AI 
ecosystems across the union, the commission is set to establish what it calls “AI factories.”69 
These are dynamic ecosystems that will encompass AI-dedicated supercomputers, intercon-
nected data centers, and, critically, the skilled workforce necessary to leverage these resources 
effectively, from supercomputing and AI experts to data specialists, researchers, startups, and 
end users. The concept of AI factories will thus incorporate computing power, data, super-
computing services, and extensive initiatives to attract top-tier talent on a large scale.

Overall, in the wake of the political consensus achieved in December 2023 on the AI Act, 
these measures seek to advance the creation, implementation, and adoption of trustworthy 
AI in the EU. Yet, it remains to be seen how these initiatives will translate such commit-
ments into tangible action, especially in terms of fostering a thriving and globally competi-
tive cross-border AI innovation ecosystem in the EU.

Flexing the Governance Muscle With the EU’s AI Act

The advent of consumer-facing AI—exemplified by the dramatic rise of ChatGPT, a 
generative LLM launched by OpenAI in November 2022—has brought the workings of 
machine-learning models into sharp focus for decisionmakers, regulators, the industry, and 
public opinion. This amplified attention has sparked crucial policy and regulatory concerns 
about safety, bias, personal data, intellectual property rights, industry dynamics, and, 
notably, the inherently opaque, black-box nature of the technology and the limited ability to 
explain and interpret its outcomes.

But GenAI is only the beginning. Even with GPT-5 set to be released by OpenAI, poten-
tially in 2024, a team of AI scientists at Microsoft was already arguing in April 2023 that 
GPT-4, possibly the most sophisticated LLM yet, was “strikingly close to human-level 
performance” and was showing the “sparks” of AGI—a form of AI that is as smart as, or 
smarter than, humans in every area of intelligence, rather than simply in one task.70

Given the potential power of new AI tools, it is sensible to place guardrails around them 
to minimize harm. Prominent industry leaders such as OpenAI, Google DeepMind, 
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Anthropic, and other leading AI labs have also sounded the alarm, suggesting that future 
AI systems carry the potential for catastrophic outcomes akin to pandemics and nuclear 
weapons.71 As the specter and hype of such existential risks loom, an urgent call for regu-
latory frameworks is gaining prominence, aimed at mitigating the potential dangers posed 
by unchecked advancements in AI. In this regard, the EU has a long history of regulating 
technologies that pose serious risks to public safety and human rights.

In April 2021, the commission proposed the AI Act as the EU’s first regulatory framework 
for AI. The legislation recommends that AI systems that can be used in different applications 
should be analyzed and classified according to the level of risk they pose to users; these 
different risk levels would then be translated into more, or less, regulation.72 This proactive 
approach is crucial to avoiding undesirable outcomes and instead fostering a responsible and 
trustworthy AI landscape. The AI Act aims to instill trust in the offerings of AI systems for 
European citizens while recognizing that most systems present minimal to no risks and can 
actively contribute to addressing societal challenges.

Yet, there remains a critical need to address and mitigate potential high risks associated with 
specific AI systems. The AI Act seeks to ensure that fundamental rights, democracy, the rule 
of law, and environmental sustainability are protected from high-risk AI. Acknowledging 
the potential threats to citizens’ rights and democracy posed by certain AI applications, EU 
legislators agreed to ban various systems, including biometric categorization that uses sensi-
tive characteristics, untargeted scraping of facial images for recognition databases, workplace 
and educational emotion recognition, social scoring based on behavior or characteristics, AI 
systems that manipulate human behavior, and AI that exploits vulnerabilities.73

For the purposes of law enforcement, safeguards and exceptions exist for biometric identifica-
tion systems in public spaces, subject to judicial authorization and for defined lists of crimes. 
So-called post-remote biometric identification targets individuals convicted or suspected 
of serious crimes, while real-time biometric identification is limited to conducting targeted 
searches for victims, preventing terrorist threats, or localizing suspects of specific crimes.

Under the AI Act, high-risk AI systems face mandatory impact assessments for fundamental 
rights in sectors like insurance, healthcare, and banking. The act establishes complaint 
rights for citizens impacted by high-risk AI systems, especially in cases that could influence 
voter behavior and election outcomes. General-purpose AI systems and models must adhere 
to transparency requirements, including technical documentation, compliance with EU 
copyright law, and dissemination of training content summaries. Stricter obligations for 
high-impact general-purpose AI models involve evaluations, systemic risk assessments, and 
adversarial testing. The providers of such models must report incidents to the commission, 
ensure cybersecurity, and report on energy efficiency levels until harmonized EU standards 
are established.
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In sum, the AI Act determines obligations for AI systems based on their potential risks and 
levels of impact. Companies that do not comply with the rules will be fined, with penalties 
ranging from €35 million ($38 million) or 7 percent of a company’s global annual turnover, 
whichever is higher, for violations of banned AI applications; €15 million ($16 million) or 3 
percent of annual turnover for violations of other obligations; and €7.5 million ($8.1 million) 
or 1.5 percent for supplying incorrect information. More proportional caps are anticipated 
for administrative fines for SMEs and startups that breach the act’s provisions.74

Applicable in all twenty-seven EU member states, the act thus establishes a binding and 
novel hard regulatory framework. In terms of governance, the member states’ market 
surveillance authorities will supervise the act’s implementation at the national level. Pending 
approval by the European Parliament and the European Council, a new European AI Office 
will also be established in the commission.75 Tasked with the enforcement and supervision 
of AI rules, including those governing general-purpose AI models, the office is envisioned to 
establish a robust connection with the scientific community and enable coordinated efforts 
at the European level. It will be the first body worldwide to enforce binding rules on AI and 
is therefore anticipated to serve as an international benchmark.

For general-purpose AI models, an essential role will be played by a panel of independent sci-
entific experts, who will issue alerts on systemic risks and thus contribute to the classification 
and testing of these models. The agreement on the AI Act incorporates a tiered approach for 
general-purpose AI models that aims to differentiate those with potential systemic risks for 
society from others. The responsibility for developing methodologies and benchmarks for as-
sessing the capabilities of such models will lie with the AI Office. Overall, the establishment 
of the office even before the AI Act is formally adopted demonstrates a sense of urgency. This 
preemptive move is driven by the need to deliver codes of conduct for disruptive general-pur-
pose AI models within nine months of the law coming into effect.76 Yet, resource constraints 
loom large. Anticipating a distribution challenge, one can speculate about which countries 
will contribute the most national experts to the office.

As AI is a fast-evolving technology, the question remains whether the AI Act is sufficiently 
future-proof and will allow its rules to adapt to technological change. AI applications should 
remain trustworthy even after they have been placed on the market; such a feat would 
require ongoing quality and risk management of the entire AI value chain. The fast-paced 
evolution of GenAI in 2023 took place even as the proposed act was being deliberated. The 
commission’s initial proposal did not explicitly address this category of AI, while the coun-
cil’s and the parliament’s proposed amendments differed substantially in their treatment of 
GenAI. The manifold future evolutions, applications, and uncertainties of AI systems, and 
their potential impacts on human rights, pose a considerable challenge to navigating the 
act’s enforcement. As the act comes into effect, EU policymakers should carefully consider 
the complex relationship between the act and other EU legislation while identifying and 
addressing potential loopholes that may not be readily apparent and may be subtly exploited.
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What is more, beyond the involvement of scientific and other expert communities or the 
tech sector, the inclusion of civil society in EU AI governance faces persistent and substantial 
barriers, such as time, financial resources, and expertise. There is also a need to translate 
the AI Act into accessible language that can enable engagement from those who lack AI 
expertise, including the broader European public. In eleventh-hour adjustments to the act, 
law enforcement agencies gained the authority to employ facial-recognition technology on 
recorded video footage without requiring judicial approval.77 During the act’s negotiations, 
civil society voices had warned that the use of facial-recognition technology could increase 
across the EU despite efforts to regulate it under the act.78 The parliament had also called 
for a full ban on facial recognition but softened its redlines in response to the demands of 
countries such as France.79 Paris has consistently argued that specific clauses in the act could 
hamper homegrown AI innovation and pose obstacles for European AI startups, including 
France’s Mistral AI, LightOn, and Hugging Face, which aim to rival U.S. counterparts like 
OpenAI and Google.80

Despite the political accord reached in December 2023 on the AI Act among the EU institu-
tions, France appears to remain steadfast in its stance and wishes to impose strict conditions 
to make sure that the act does not hamper the development of competitive AI models. 
Specifically, France argues, it is important to strike the right balance between the protection 
of trade secrets and transparency, avoid letting the high-risk obligations overburden com-
panies, and reassess the thresholds and criteria used to label AI models as posing systemic 
risks. To clarify these finer details, on February 2, 2024, the member states’ ambassadors to 
the EU gathered to discuss the act. France, the most reluctant country, agreed to support the 
text while maintaining its strict conditions after Germany and Italy lifted their reservations.81

On February 13, 2024, two of the European Parliament’s committees came to a provisional 
agreement, by seventy-one votes to eight, on the legislation.82 The text now awaits formal 
adoption in a plenary session of the parliament, expected in April 2024, and final endorse-
ment by the EU Council. The act will be fully in force twenty-four months after it is passed, 
with exceptions for certain provisions.83 Yet, the passing of the act marks just the beginning 
of its implementation journey, with potential lobbying efforts likely to persist during this 
phase, adding complexity to the process.

 Conclusion
The year 2023 ushered in a wave of AI hype surrounding the technology’s geopolitical 
potential and disruptive power, propelling policymakers into fervent discussions not only 
about the geopolitics of AI but also about safety concerns and the regulation of fast-evolving 
AI technologies. The GenAI summer of 2023 was characterized by unprecedented scientific 
advancements and economic successes in AI research, development, and deployment. Yet, 
amid the lofty aspirations, hyped narratives, and pledges on the geopolitics of AI, various 
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challenges, gaps, and inherent limitations of the technology have emerged. These call for 
an in-depth understanding of the influence of AI narratives on public perceptions of the 
technology in Europe and across the globe, especially in different cultures.

Narratives of AI’s power and disruption exert a profound influence on the global stage 
and on the EU’s strategic ambitions as a global technological power. Intertwined with 
geopolitical and economic power plays, these narratives shape perceptions of the future and 
can cause radical shifts in civilian and military affairs. Claims of AI’s disruptive impacts 
often serve powerful actors by fostering depictions of utopian progress or dystopian risks. 
The discourses associated with AI can be identified as tools to control political debates 
and prescribe desirable or undesirable futures. In doing so, these narratives can reinforce 
existing power structures or create new ones, influencing the trajectory of AI’s development 
and societal impact.

Ultimately, narratives of AI’s power and disruption raise the question of who gets to imagine 
an AI-disrupted future—in other words, who sets the agenda for the technology’s devel-
opment and deployment. How stakeholders navigate such a future has become one of the 
main technopolitical stakes of AI systems. The paradox is that current AI narratives denote 
a failure of imagination by making use of age-old international relations tropes and concepts 
of great power competition, geopolitics, arms races, and existential threats on a par with 
nuclear annihilation or pandemics. The EU has also fallen into these narrative traps; whether 
true or false, they engender self-fulfilling prophecies and paint possible futures as inevitable, 
thus limiting decisionmakers’ options to respond.

As AI systems evolve, the EU must grapple with questions of transparency, responsibility, 
and ethical frameworks to ensure that the union’s technopolitical approaches align with 
broader ethical, democratic, and socially just goals. Starting with the launch of ChatGPT 
in late 2022, the EU governance landscape witnessed a whirlwind year that culminated in a 
significant agreement on the AI Act in December 2023. While the heightened momentum 
and discourses on AI governance are encouraging and important, the pivotal question for 
2024 is whether these discussions will yield tangible global and European commitments 
when it comes to governing AI, addressing paramount AI risks, and, crucially, translating 
goals into substantive action across jurisdictions. Given that AI developments present new 
opportunities and benefits, the consequences of a perceived geopolitical race to innovate and 
regulate AI are potentially more far-reaching than the question of who wins global hegemo-
ny, whether in the case of states or corporate players.

The perception of an AI arms race is likely to accelerate the already risky development of AI 
systems. The pressure to outpace public and private sector adversaries by rapidly pushing the 
frontiers of a technology that is still not fully understood or controlled, and without com-
mensurate efforts to make AI safe for humans, may well present insurmountable challenges 
and risks. A détente in this race, however improbable it may seem today, may be crucial to 
humanity’s long-term prosperity and safety.
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In this respect, the EU faces a big test to manage the geopolitics of AI governance in a 
landscape characterized by state and corporate competition as well as an emerging global 
regime complex of regulatory frameworks. While the EU’s commitment to responsible 
AI is commendable, building a harmonized EU foreign policy approach to AI, fostering 
strategic alliances with key partners, operationalizing the AI Act effectively, and navigating 
diverse governance initiatives will be crucial for shaping the future of AI on a global scale. 
Importantly, the EU will need to evaluate how well its AI governance lives up to its norma-
tive ideals and European values.
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